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EDITORIAL

Dear readers,

We have the pleasure to offer you issues 3-4 of volume 22 (2017) of the Bulgarian 
Journal of Meteorology and Hydrology (BJMH).

Issues 3-4 of volume 22 consist of seven original scientific papers. The first four of 
them consider different aspects and manifestations of climate peculiarities in Bulgaria 
(climate profile of the country for the last almost 30-years, cold waves for 60-years 
period, cold season tornadoes and atmospheric and soil droughts). The fifth one presents 
a numerical study of airflow forecast over large urban area (Sofia) in complex orography. 
The sixth paper describes the created at the National Institute of Meteorology and 
Hydrology operative system ProData which combines in methodologically consistent 
way all available on hourly basis meteorological, auxiliary and satellite data and produces 
high-quality gridded time-series of the most significant meteorological variables. The 
seventh one focuses on the comparison and applicability of several Gaussian dispersion 
models for accidental releases in urban environment. At last, we express our deep 
respect and honor for Professor George Djolov, who left us in 2017 at the age of 77.

BJMH publishes online and in print original research and review papers by Bulgarian 
and foreign authors. You can find all published issues since 2014 on the website of our 
journal at http://meteorology.meteo.bg/global-change/index.html.

Ekaterina Batchvarova (Chief Editor)
Tatiana Spassova (Executive Editor)  
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Climate profile of Bulgaria in the period 1988-2016 and brief 
climatic assessment of 2017

Tania Marinova*, Krastina Malcheva, Lilia Bocheva, Lyubov Trifonova

 National Institute of Meteorology and Hydrology - BAS,
Tsarigradsko shose 66, 1784 Sofia, Bulgaria

Abstract: With regard to national and international obligations of the National Institute of 
Meteorology and Hydrology at the Bulgarian Academy of Sciences (NIMH-BAS), climate 
profile of Bulgaria in the period 1988-2016 as well as brief climatic assessment of 2017 are 
prepared on the basis of monthly and annual data, provided by the Meteorological database 
of the NIMH-BAS, for 115 meteorological stations on the territory of Bulgaria and the 
obtained results are presented.

Keywords: Bulgaria, climate profile, climatic assessment of 2017

1. INTRODUCTION  

In accordance with the United Nations Framework Convention on Climate Change, 
Member States of the Convention are required to provide national communications on a 
regular basis with information on the process of implementation of the Convention. As 
a part of the Seventh National Communication on Climate Change of Bulgaria and in 
view of the requirements of the Ministry of Environment and Water, climate profile of 
Bulgaria in the period 1988-2016 is prepared at the National Institute of Meteorology and 
Hydrology at the Bulgarian Academy of Sciences (NIMH-BAS). Also a brief climatic 
assessment of 2017 is made as a contribution of the NIMH-BAS to the publication 
„Annual Bulletin on the Climate in WMO Region VI – Europe and Middle East”. The 
results of the corresponding investigations and more detailed climatic background (as 
compared with the previous National Communications) are presented in the paper.

* Tania.Marinova@meteo.bg
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2. DATA 

Monthly and annual data concerning air temperature, precipitation, snow cover and 
number of days with thunderstorms and hail precipitation, provided by the Meteorological 
database of the NIMH-BAS, for 115 meteorological stations on the territory of Bulgaria 
in the period 1961-2017 are used in the study. Data processing is performed by program 
procedures. 

3. CLIMATE PROFILE OF BULGARIA IN THE PERIOD 1988-2016

3.1. Climatic background

Bulgaria has unusually various climate conditions due to the influence of the strongly 
different continental and Mediterranean climates and diverse landscape. The climate has 
four distinct seasons and varies with altitude and location. According to the accepted 
in the NIMH-BAS climate classification, the territory of Bulgaria is divided into two 
climatic areas (European-Continental and Continental-Mediterranean), four climatic 
subareas (Moderate-Continental, Transition-Continental, South-Bulgarian and Black-
Sea), and twenty-five climatic regions, which include the corresponding coastal and 
mountainous zones.

Clear expressed seasonality in the intra-annual course of insolation (relevant to 
the intra-annual alteration of sunshine duration) determines the levels of heat balance 
and thence the affiliation of the country to the regions of the continent with warmer 
climate. Because of the distance from the ocean, the Atlantic air masses appear chilled 
during the cold half year and overheated in the warm half year. Comparatively large 
and compact area of the Balkan Peninsula advantages the formation of local continental 
air masses, which during the summer become almost like tropical air, and during the 
winter – like cold continental air. The short distance to Mediterranean Sea enhances 
the climate differences between Northern and Southern Bulgaria. The immediate 
proximity to the Black Sea reinforces some characteristics of atmospheric circulation, 
mainly in the cold half year, and results in formation of specific sea climate in coastal 
area (20-40 km). High mountains serve as barriers for the air masses transfer, which 
predetermines the distribution of precipitation. The Mediterranean cyclones are most 
frequently observed from November to May/June; they have significant influence over 
the weather and climate in Southern Bulgaria. The Atlantic cyclones rarely reach the 
central areas of the Balkan Peninsula but they have influence over the weather and 
climate in Northern Bulgaria; their frequency is highest from February until June (with 
a maximum in May). The north-western anticyclones appear most frequently from the 
middle of spring until the middle of summer and usually cause cold spells in late spring 
and early summer. The western anticyclones cause warm spells in the winter and cold 
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spells in the summer. The south-western anticyclones usually bring tropical air masses 
and the highest temperatures and droughty spells in the period July-September. The 
arctic anticyclones (moving from north/north-east towards southern continental areas) 
bring prolonged snowfalls and snowstorms in February and March. The process of 
formation of local anticyclones in the ridges of north-eastern ones causes the lowest 
temperatures in Bulgaria.

The sunshine duration reaches the highest average annual value in the southern 
border part of Struma Valley – 2800 hours. Along the Black Sea coast, in the Thracian 
Lowland, and Mesta Valley, the annual value of sunshine duration is 2200-2300 hours; 
in the Danube Plain – 2100 hours. Due to the higher cloudiness and naturally narrowed 
horizon in the mountains, the sunshine duration decreases to 1900 hours per year. For 
the non-mountainous parts of Bulgaria, the average annual values of the total solar 
radiation vary from 4000 MJ/m2 to 4700 MJ/m2 (up to 5000 MJ/m2 in the southern parts 
of the country). In December as well as in January, the total solar radiation is 3-4% of 
its annual values. In the summer months (June, July and August) the total solar radiation 
is about 40-45% of the annual values.

During the winter, the average temperature in January is negative in the Danube 
Plain (from –2.3°C to about –1°C) and in the higher valleys of the West Central Bulgaria 
(below minus 2°C), and positive in the Thracian Lowland (0-1.5°C) as well as in the 
southern parts of Black Sea region (above 3°C). In the mountains, the temperature in 
January drops with altitude with 0.3-0.4°C per 100 m. The spatial distribution of average 
seasonal air temperature in the winter is shown on Fig. 1 (left panel). 

 
Fig. 1. Air temperature (°C) in the winter (left) and summer (right) during the current climate 

1961-1990

In the spring, spells of warm and cold weather succeed each other because of 
the exchange of air masses from different origin. Foehn winds are often observed in 
Northern Bulgaria. Thermal differences between northern and southern parts of the 
country almost disappear except the southernmost parts. The average temperature in 
April is 10-13°C (greater than 13°C in the southern regions and lower than 10°C in the 
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valleys). In the mountains, the temperature decreases with the elevation with 0.6-0.7°C 
per 100 m. Conditions for the onset of spring frost appear during the cold snaps, when 
the minimum temperatures even in the lowlands fall below 0°C. 

During the summer, thermal conditions are dominated by the transformed Atlantic 
air masses with Azorean origin in the circumstances of intense solar radiation. The 
temperatures to the north and south of the Balkan Mountains are almost equal. The 
average temperature for July is 21-24°C in the Danube Plain, and 22-24°C in the 
Thracian Lowland. The average monthly temperature is around or less than 20°C in 
the high valleys of the West Central Bulgaria, 22°C in the Black Sea region and above 
23°C in the southern regions (24-25°C along the Struma Valley). A marked decrease in 
the temperature with altitude is observed in the mountains (0.7°C/100 m). The spatial 
distribution of average seasonal air temperature in the summer is shown on Fig. 1 (right 
panel). 

In the autumn, the transfer of cold air masses from north-west and north-east is 
registered more frequently. The barrier effect of the Balkan Mountains and southern 
mountains (Rila-Rhodope region) causes some differences in the climate between 
northern and southern parts of the country. The values of average monthly temperature in 
October are lowest in the Danube Plain (11-12°C) as well as in the high valleys of West 
Central Bulgaria (lower than 11°C). The autumn is warmer in the Thracian Lowland 
(above 12°C), on the Black Sea coast and in the southernmost regions (13-14°C). In the 
higher parts of the country the differences are not so obvious in comparison with the 
spring and summer and the temperature decreases with 0.5°C per 100 m.

Absolute maximum temperatures in the non-mountainous parts of Bulgaria are 
higher than 40°C (35°C for the Black Sea coast); the set up temperature record is 45.2°C 
in Sadovo, registered in 1916. 

Absolute minimum temperatures range from –20°C to –30°C in the lowlands and 
from –15°C to –20°C in the coastal zone. The lowest air temperatures aren’t measured in 
the mountains but in the plains. The set up record for absolute minimum air temperature 
is –38.3°C (Tran, 1947).

The annual course of precipitation is closely related with the peculiarities of 
atmospheric circulation over the country and strongly differs in the mentioned above 
climatic areas. Average annual values of precipitation alter from 450-500 mm in the 
Black Sea region and some parts of the Danube Plain and the Thracian Lowland to 900-
1100 mm in the mountainous regions (Fig. 2). In the mountains, the annual amount of 
precipitation increases linearly with altitude up to 2000 m. 

During the winter, in the Moderate-Continental climatic subarea, the precipitation 
amount is smallest – 18-20% of the annual sum (100-110 mm in the lowland parts and 
190-200 mm in the highest parts of the mountains). In the Continental-Mediterranean 
climatic area, the winter precipitation amount is highest: 150-300 mm. In the spring, the 
rainfall in the Moderate-Continental subarea increases to 25-27% of the annual amount. 
More frequently are observed rains of convective type. In the regions with Continental-
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Mediterranean climate, the precipitation decreases to 23-25% of the annual amount. 
In the Moderate-Continental climatic subarea, the precipitation maximum is during 
the summer – from 28-33% to 35% of the annual totals. The highest are the values in 
June (60-120 mm). In the regions with Continental-Mediterranean climate the summer 
rainfall is smallest: 100-160 mm or 20% of the annual amount but this value increases 
with the elevation. The end of the summer is a droughty period in the country, which 
persists sometimes until the mid-September. In October and November prolonged 
heavy rainfalls are observed, more frequently in Southern Bulgaria. In the regions with 
Continental-Mediterranean climate seasonal precipitation represents 26% of the annual 
amount; in the regions with temperate continental climate this value is smaller than the 
precipitation amounts in the spring and summer. The maximum 24-hour rainfall can 
reach more than 200-250 mm. 

Fig. 2. Annual precipitation amount (mm) during the current climate 1961-1990

The snow cover in Bulgaria is characterized by marked variability in time and space. 
In the lower parts of the country, it forms and disappears several times per season (the 
average depth is about 10-15 cm per season). Rarely, the snow cover depth could reach 
30-40 cm in the coastal region, above 60-70 cm in Dobrudzha and above 100-110 cm in 
the Danube Plain. In the mountainous areas the maximum of snow accumulation shifts 
with altitude from the end of January until the beginning of March. In the hilly parts 
(500-800 m) the accumulation of snow begins in December; for the high parts (1000-
1500 m) – even in November. The average snow cover depth in the lower parts of the 
mountains is 25-30 cm in January and February. The maximum values can reach to  
200 cm and more in the highest parts in March and April, when the maximum 
accumulation is observed.



7

Tania Marinova, Krastina Malcheva, Lilia Bocheva, Lyubov Trifonova

The prevailing winds are north-west/west and north-east (in some southern parts of 
the country). Several regions could be outlined with relation to the average annual wind 
speed. The first one includes lowland parts, where the average wind speed does not 
exceed 2 m/s (with maximum in February/March and minimum in September/October). 
The second region comprises the north-eastern parts of the country and the unsheltered 
low mountainous regions (up to 1000 m), where the average annual wind speed is  
2-4 m/s (with maximum in February-March and minimum in August-September). The 
third region consists of unsheltered and deforested mountainous regions over 1000 m, 
where the wind speed exceeds vastly 4 m/s, with an annual maximum in February and 
minimum in August. Among the local winds, the most characteristic are the breeze 
(3-5 m/s), mountain-valley winds (3-6 m/s), katabatic winds (Sliven’s wind with 
velocity more than 15 m/s) and foehn winds (10-20 m/s).

3.2. Main climatic characteristics in the period 1988-2016

Since the middle of 1980s, the tendency of the average annual air temperature in Bulgaria 
is towards warmer climate (Fig. 3). In the period 1988-2016, the average annual air 
temperature for the lower part of the country (for areas up to 800 m altitude) is increased 
on average with 0.8°C relative to the climatic normal for the reference period 1961-
1990 and ranges between 10.6°C and 13.0°C. The tendency in the long-term variations 
of the average annual air temperature remains positive. In fact, the annual temperature 
anomalies are positive from 1997 to now. Moreover, they are equal or exceed 1°C for the 
all years after 2007 (except 2011). Since the beginning of 21st century, 2015 appears as 
the warmest year (1.6°C above the climactic normal in the areas up to 800 m altitude); in 
Northern Bulgaria – 1.8°C above the normal (Fig. 4). Warmest months are November, 
July and January, with deviations from the monthly normal +3.2°C, +2.7°C and +2.6°C, 
correspondingly.
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Fig. 3. Anomalies of annual temperature in areas up to 800 m altitude for the period 1988-2016 
relative to the period 1961-1990
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Fig. 4. Deviations of annual average air temperature (°C) in areas up to 800 m altitude for 2015 
relative to the climatic normal for the period 1961-1990 (averaging by districts)

Climate in Bulgaria became not only warmer but also drier at the end of the 20th 
century. During the last decade however, precipitation totals have increased (Fig. 5) but 
heavy rainfall events caused severe floods damaging various socioeconomic sectors. 
2014 is the rainiest year in the whole period 1988-2016 (Fig. 6). The average annual 
precipitation amount is 1013 mm for the areas up to 800 m altitude that is more than 
the previous reached maximum of 924 mm in 2005. Most rainy months are September 
(902% of the monthly normal in Asenovgrad), October (487% in Avren, Varna district) 
and December (370% in Silistra). In 2014, in the period April-October, have been 
measured extreme 24-hour rainfall amounts. The largest value of 245 mm (Burgas 
district) ranks 2014 among the seven years in the period 1988-2014 with extreme  
24-hour precipitation above 220 mm. 
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Fig. 5. Anomalies of annual precipitation in areas up to 800 m altitude for the period 1988-
2016 relative to the period 1961-1990

During the period 1988-2016 the decreasing trend of the average maximum snow 
cover depth in the upland areas (800-1800 m altitude) is retained, as in 2014 was reached 
the lowest value of this indicator – 24 cm. Excluding 2012, the snow cover persistence 
decreased considerably in the last years (Fig. 7).

Fig. 6. Deviations of annual precipitation (%) in areas up to 800 m altitude for 2014 relative to 
the climatic normal for the period 1961-1990 (averaging by districts)
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Fig. 7. Snow cover persistence in the period 1988-2016

3.3. Climate change and extreme events

Weather and climate extremes have increased during the last decades, as shown on 
Fig. 8. In line with the tendency of global warming, one of the basic indicators of winter 
severity – number of ice days – has diminished with over 25% in all climatic subareas 
in the period 1971-2010, compared to the period 1931-1970 (Fig. 8a). Since the middle 
of 1990s, recurrent disastrous situations, mainly related to the development of powerful 
convective storms, brought to economic losses and human casualties. Especially, in 
2014 dangerous weather phenomena of convective origin such as intense heavy rains, 
thunderstorms, and heavy hails (often accompanied by strong wind gusts) caused human 
victims and serious damage to agricultural production, infrastructure, and buildings in 
many areas of the country.

During the period 1991-2014 the intra-annual distribution of number of days with 
convective precipitation ≥ 60 mm/24h, registered at least in 4 districts shows the 
increasing trend (Fig.8b). Shift of the maximum in the distribution of heavy rain days 
connected with thunderstorms during the periods 1991-2002 and 2003-2014 is observed. 
While during the first period the greatest number of heavy rain days is observed in July, in 
the second period such type of precipitation more frequently occurred in September and 
October, where their increase is about 30-100%. Furthermore, increasing in frequency 
of the heavy rain episodes in all months from June to October (except July), as well as 
in the cold season months December and March, is observed in the period 2003-2014. 

During the period 1991-2014, the annual number of days with convective precipitation 
≥ 60 mm/24h has shown a positive tendency in almost all regions of the country. The 
increasing in the number of convective heavy rain days is statistically significant for 
North East (NE), South Central (SC) and South West (SW) Bulgaria (Fig. 8c).

In the period 1988-2016, about 75% of all hail events occur during the period April-
July (with maximum in May and June), more frequent in western and central south 



11

Tania Marinova, Krastina Malcheva, Lilia Bocheva, Lyubov Trifonova

parts of the country, nearby to the mountains because of the favourable orographic 
conditions for development of convective processes. The largest number of days with 
hail precipitation is registered in 2014, followed by 2005. In comparison with the period 
1961-1990, the number of days with wide-spread hail precipitation (observed in at least 
4 districts) also has increased, reaching maximum value in 2014 (Fig. 8d).

Fig. 8. Changes in the rate of extreme weather events

4. BRIEF CLIMATIC ASSESSMENT OF 2017

In 2017 the mean annual air temperature for the lower parts of Bulgaria (up to 800 m 
altitude) increased on average with 1.2°C relative to the climatic normal that arranges 
the year among the hottest since 1980. According to the deviation from the monthly 
normal, the warmest month was March (+1.7°С to +5.6°С), followed by December 
(+1.3°С to +4.6°С) and August (+0.5°С to +3.9°С). The coldest month was January 
with deviations from –6.1°C to –2.1°С. 

Winter season was –1.2°C colder than normal, after cold December 2016 (with 
deviations down to –2.7°С in North Bulgaria and –3.9°С in South Bulgaria) and 7-day 
cold spell in January (06-13.01.2017). Minimum temperatures in January 2017 in some 
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parts of West Bulgaria were close to the absolute minimum possible at least once in 50 
years (–26°C in Kyustendil and –27°C in Pernik). The extremely cold weather in January 
2017 in Bulgaria was caused by the advection of a pool of cold air from northern Russia 
to the southwest at the first decade. 

Low temperatures come after the heavy snowfall developed over the relatively warm 
Mediterranean Sea when a compact low pressure system forms in the region.  Snow 
cover held over whole month in many regions.  This development was linked to the 
amplification of a ridge over the north-eastern Atlantic and of a trough downstream. 
Later the trough formed a cut-off low over south-eastern Europe and prolonged cold 
spell in Bulgaria till 12-13 January (Fig. 9).

Fig. 9. Sea-level pressure (white contours), height of the 500 hPa surface (colors) on 6 and 9 
January 2017.  Source: NOAA/NCEP via http://www.wetterzentrale.de

Spring was +1.1°C warmer than normal. After warm March, the season continued 
with slightly negative anomaly in April (–2.5°C to +1.3°C) and positive in May (–1°C 
to +1.5°C). 

Summer anomalies reached +4.6°C in North Bulgaria in June and +3.9°C in 
South Bulgaria in August during two severe heat waves: 1) from 20.06 to 2.07.2017 
with maximum temperature up to 42.5°C in Sandanski and 43.6°C in Ruse; 2) in the 
period 30.07-13.08.2017 in South Bulgaria (40.8°C in Sandanski), and from 30.07 to 
07.08.2017 in North Bulgaria (40°C in Vidin). 

Prolonged heat waves (up to 13 days) are caused by combinations of different 
synoptic situations. Mainly the heat waves persist from 3-4 day during SW (South-
West) advection up to 5-6 days during radiative overheating. During the first part of the 
period 20.06-02.07.2017 the active frontal zone in the upper air is moved to the north. 
Positive radiation balance during sunny days in a low-gradient anticyclone field causes 
radiative overheating and heat wave for 5-6 days. The temperature on 850 hPa over 
whole Southern Europe during this period increased up to 20-22°C (Fig. 10). Gradually 
the atmospheric circulation was transformed and during the second part of the period 
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a deep trough over Western Europe in the upper air and low pressure over Northern 
Europe caused prolonged advection of warm air from SW. The air temperature on 
850 hPa additionally is increased up to 24-26°C.

Fig. 10. Sea-level pressure (white contours), height of the 500 hPa surface (colors) on 23 and 
28 June 2017.  Source: NOAA/NCEP via http://www.wetterzentrale.de

Autumn was +1.2°C warmer than normal in North Bulgaria and +0.9°C – in South 
Bulgaria. December 2017 was warm with deviations of +3.1°C on average in North 
Bulgaria (+4.6°C in Knezha), and +2.3°C on average in South Bulgaria (+3.6°C in 
Kotel). 

Average annual precipitation in areas up to 800 m altitude was mostly near-normal 
despite the small parts of South-Central and South-East Bulgaria (with annual totals 
up to 160% of the 1961-1990 normal). Seasonal precipitation amounts were: 80% of 
climatic normal in the winter, 108% in the spring, 100% in the summer, and 154% in 
the autumn. Considerable spatial variability of deviations from monthly normal was 
registered on the territory of the country. January was not only very cold but also very 
snowy month with positive precipitation anomalies, especially in East Bulgaria (257% 
in Omurtag, North-East Bulgaria; 287% in Sredets, South-East Bulgaria). The snow 
cover reached 1m in Isperih, North-East Bulgaria. The rainiest month was October with 
average precipitation about 2.5-3 times more than monthly normal (692% in Karnobat, 
Burgas district).

The year was marked by a number of extreme weather events (Fig. 11). Severe 
convective storms, associated with hail and strong winds hit northwestern and 
northcentral parts of the country on 3 July. In some meteorological stations more than 
4 hail-fall events were registered in the time interval 00:00-05:45 local time. In Mezdra 
and Levski the giant hail stones with size up to 8 cm were observed.  

Very warm weather in August led to occurrence of fires in different regions of 
Bulgaria. The most destructive of them was those nearby Kresna in South-West Bulgaria 
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in which more than 1300 ha of pine plantations and deciduous stands was destroyed. 
According to expert analysis more than 50 years will be necessary to restore the forest.

Torrential precipitation with duration more than 30 hours caused local floods in the 
southeastern parts of Burgas district in September. More than 10 villages were flooded. 
In Gramatikovo, the 24-hour precipitation amount of 198 mm was measured on 27 
September, which was 4 times over the monthly normal.

3 July: Radar image from BAHS 
radars

28 August: Fire near Kresna 
(Source: Darik.news ) 

25 October: After heavy rain in 
Burgas district  (Source: BNT 1)

Fig. 11. Notable extreme weather events in 2017

In the end of October, again in Burgas district, a prolonged 20-hour heavy precipitation 
led to overflowing dams and rivers, local floods, great damages on infrastructure and 
4 victims. In Karnobat, 24-hour precipitation amount of 178 mm was measured on 25 
October (460% of monthly normal).
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Cold waves on the territory of Bulgaria in the period 1952-2011

Krastina Malcheva*
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Abstract: Cold waves are often associated with massive invasions of very cold air 
over a large area and retention of cold weather with excessive low temperatures. 
In the study are analyzed the main spatiotemporal characteristics of cold waves in 
the non-mountainous parts of the country in the period 1952-2011, as well as some 
peculiarities of different cold wave indicators. The proposed simplified cold wave 
duration index shows a good performance in the assessment of cold wave events 
comparable to other wide used indices. The obtained results reveal a high density 
of cold waves in the periods 1952-1963 and 1984-1996. The number of cold 
waves relatively increases in November and December in the period 1982-2011. 
Over 90% of all cold wave events in South Bulgaria and 85% in North Bulgaria 
are those of single cold waves with duration from 6 to 11 days. The reached values 
of minimum air temperature fall in the interval (-20°C, -10°C) in more than 55% 
of cases. The climatic peculiarities of the severe cold waves in 1954, 1956, 1963, 
1985 and 1987 that affected the most part of the territory of Bulgaria consist in 
long duration or high frequency, large negative temperature deviations and very 
low minimum air temperatures. 

Keywords: cold waves, spatiotemporal characteristics, climate indices 

1. INTRODUCTION

Cold weather and cold waves/cold spells are associated with a large negative impact on 
many socio-economic sectors including problems in infrastructure and transportation, 
increase of urban air pollution, breakdowns of power lines, reduce oil and gas production 
simultaneously with strongly increase of energy consumption, development of specific 
diseases, losses in the agricultural sector and tourism (Peterson et al., 2014; Añel et al., 
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2017). The impact of low temperatures on the human organism is prolonged in time, 
which complicates the establishment of causal links. While the most immediate effects 
are frostbite and hypothermia, the lagged effect of cold weather conditions discloses an 
increase of the risk of mortality and hospitalization from cardiovascular and respiratory 
diseases (von Klot et al., 2012). Many studies reveal different temperature thresholds 
below which the mortality rises (Ryti et al., 2016). Monitoring and forecasting of 
prolonged cold events is an important task, which requires clear criteria to identify a 
cold wave/cold spell. As mentioned in RCC Node/WMO RA IV Network documents 
(2016), in a climatically very heterogeneous region like Europe it is difficult to find a 
uniform definition which is applicable for the whole continent, and thus to compare 
and analyze large-scale events. The used definitions of cold waves (based on fixed 
threshold temperatures, temperature anomalies, percentiles, human adaption capability) 
correspond to local climatic conditions and some sector-specific requirements. A 
consistent characterization of cold wave events still lacks not only in Europe but in the 
entire world. After reviewing the existing definitions in publications and operational 
activities of some weather offices, the WMO TT-DEWCE (Task Team on Definitions 
of Extreme Weather and Climate Events) has developed guideline for definition and 
classification of cold waves as a part of the Guidelines on the definition and monitoring 
of extreme weather and climate events for WMO members (available draft only on 
http://www.wmo.int/pages/prog/wcp/ccl/opace/opace2/TT-DEWCE-2-2.php). A cold 
wave is defined as: A marked and unusual cold weather characterized by a sharp and 
significant drop of air temperatures near the surface (maximum, minimum and daily 
average) over a large area and persisting below certain thresholds for at least two 
consecutive days during the cold season, typically associated with invasion of very cold 
air caused by a polar or high latitude air-mass displacement to lower latitudes, or in 
some cases associated with or enforced by long radiative cooling during a blocking and 
clear sky atmospheric circulation.  The thresholds for a cold wave are determined by the 
rate at which the temperature falls, and the minimum to which it falls. This minimum 
temperature is dependent on the geographical region and time of year.  Thresholds can 
be an absolute value or percentiles. Four indispensable characteristics of cold wave 
must be computed and evaluated: 1) magnitude (based on an index or a set of indices 
measuring the temperature drop below certain thresholds); 2) duration (the persistence of 
a cold wave based on recording its starting time and ending time); 3) severity integrates 
the magnitude and the persistence of cold wave; 4) extent is computed to inform on the 
geographical area affected and the widespread aspect of the cold wave. 

It is important to note, that the Guidelines don’t suggest as obligatory the use of 
relative thresholds from the statistical distribution of air temperature designed to 
produce comparable results for different geographical locations. So the choice of 
indicators may be influenced by their application, for example, the use of indices with 
fixed threshold can be more appropriate in many applications for impact assessment and 
risk management.
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A thorough study of the cold waves in Bulgaria in terms of climate indices is still 
not done. In the recent years has published climatic analyses of the winters of 2012 and 
2017 (Gocheva&Malcheva, 2014; Malcheva et al., 2017), as well as an assessment of 
winter severity in the different climatic subareas in Bulgaria in the period 1931-2010 on 
the basis of six climatic indices (Malcheva et al., 2016). The purpose of the presented 
here study is to give a general picture of this phenomenon on the territory of the country, 
as well as some peculiarities of various cold wave indicators. The period 1952-2011 
was chosen for two reasons: the significant increase of the number of stations in the 
national meteorological network in 1950s years and availability of analysis of more 
severe winters after 2011 (as stated above).

2. DATA AND METHODS

All available daily data of minimum air temperature in the cold half-year (October-
March) from the stations of the NIMH-BAS (National Institute of Meteorology and 
Hydrology at the Bulgarian Academy of Sciences) meteorological network in the non-
mountainous parts of the country are checked for gaps, errors and inhomogeneity in 
the reference period 1961-1990, as well as for prolonged interruptions throughout 
the period from October 1951 to March 2011. Quality control was facilitated by 
the built-in procedures in the software package ClimPACT2 (Herold, 2015). Four 
homogeneity tests – RHtestsV4 (Wang&Feng, 2013), as well SNHT-double, Buishand 
(or Cumulative deviations) test, and Mann-Whitney-Pettitt test, the last three included 
in AnClim software (Štěpánek, 2008), were applied on the time series of monthly or 
yearly average minimum air temperature. The software package RHtestsV4 can be used 
to detect multiple change-points in data series that may have zero-trend or a linear trend 
throughout the whole period of record and first-order autoregressive errors. The test 
is based on the penalized maximal t-test and the penalized maximal F-test, which are 
embedded in a recursive testing algorithm (Wang, 2008). The change-points detection 
is also possible when a homogenous reference series is not available. In this case, the 
verification of detected change-points by another test is a good strategy, especially 
when metadata is insufficient or not available. Alexandersson (1995) formulated a 
version of SNHT (Standard Normal Homogeneity Test) for the double shift of the mean 
level in time series. The double break test is useful for dividing long time series into 
shorter periods. Cumulative deviations from the mean are often used in the analysis 
of homogeneity. The test, based on the rescaled adjusted partial sums of deviations, is 
suitable to detect sudden changes in the mean. Two test statistics are used: Q is efficient 
in detecting a single shift in the mean; R is more sensitive to two opposite shifts in the 
mean (Buishand, 1982). Mann-Whitney-Pettitt test is a rank-based test for detecting the 
change in the median of series with an unknown time of change. According to Pettitt 
(1979), the test is considered to be powerful relative to Wilcoxon-Mann-Whitney test 
and sensitive to all possible conditions resulting in a stochastic ordering. The example 
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of outcomes of homogeneity testing is shown on fig. 1. All stations with incomplete 
reference period or confirmed by at least two tests and metadata inhomogeneity, or 
missing data in more than two consecutive cold seasons outside reference period are 
rejected. So from the available meteorological stations are selected 20, representative for 
different climatic conditions and relatively evenly distributed in North Bulgaria (NBG) 
and South Bulgaria (SBG), taking into account the barrier effect of Balkan Mountains 
on the atmospheric circulation in the cold half-year (fig. 2).

Haskovo: Pettit test CumDev-R 99% metadata V.Tarnovo: Pettit test CumDev-R 99% metadata
1998, p=0.005 1998 1972 1999, p=0.007 1976 1975
SNHT-double 95% RHtestsV4 SNHT-double 95% RHtestsV4
1972;1998 1972-02 1976;1994 1975-12

Fig. 1. Example of homogeneity testing and verification

Fig. 2. Meteorological stations of the NIMH-BAS network used in the study
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Several climatic indices suitable for evaluating of cold wave/cold spell duration, 
described in Table 1, can be calculated automatically by commonly available software 
applications. The computation of other basic characteristics, as magnitude and severity, 
is not supported.

Table 1 Cold wave duration indices included in different software applications

ST
A

R
D

EX

tncwd Cold Wave Duration

Let Tnij be the daily minimum temperature at day i of period j and let
Tninorm be the calendar day mean calculated for a 5 day window centred
on each calendar day during a specified period. Then counted is the
number of days per period where, in intervals of at least 6 consecutive
days: Tnij  < Tninorm  - 5     

days

R
C

lim
D

ex
 

EC
A

&
D

CSDI Cold-spell duration 
index 

Let TNij be the daily minimum temperature at day i of period j and let
TNin 10 be the calendar day 10th percentile calculated for a 5-day window
centred on each calendar day in the 1961-1990 period. Then counted is the
number of days per period where, in intervals of at least 6 consecutive
days: TNij  < TNin 10

days

CSDIn User-defined CSDI Annual number of days with at least n consecutive days when TN < 10th 
percentile where n >=2

days

nTXbnTNb
User-defined 

consecutive number of 
cold days and nights

Annual number of n consecutive days where both TX < 5th percentile and 
TN < 5th percentile where 10 >= n >=2

number 
of eventsC

lim
PA

C
T2

Similar to the wide accepted definition of heat wave duration (Frich et al. 2002), the 
cold wave duration index (tncwd) in the European project STARDEX (Statistical and 
Regional Downscaling of Extremes) was defined as a period with at least six consecutive 
days where daily minimum temperature was lesser than 5°C below 1961-1990 mean 
daily minimum temperature. The freely available software (STARDEX, 2004) performs 
the calculation of seasonal and annual values of cold wave duration index.

The main task of European Climate Assessment & Data (ECA&D) project is to 
analyze the climate of WMO region VI and trends in climatic extremes observed at 
meteorological stations (Klein Tank et al., 2002). A core set of 26 indices (including 
indices for cold-related events) follows the definitions recommended by the CCl/
CLIVAR/JCOMM Expert Team on Climate Change Detection and Indices (ETCCDI) 
so that the performed calculations are identical with those in the RClimDex software 
package (http://etccdi.pacificclimate.org). 

ClimPACT2 software is based on RClimDex but with some more flexibility 
(Alexander, 2015). The software package is designed to provide a user-friendly 
Graphical User Interface (GUI) to compute the 34 core indices (including cold spell 
indicators) recommended by the WMO/CCl/ET CRSCI (Expert Team on Climate Risk 
and Sector-specific Climate Indices). 

All described above software applications, however, provide only annual or seasonal 
values of duration indices. The more flexible is ECA&D computational procedure but 
only calculated results on the basis of shared data from a limited number of stations are 
accessible. Generally, the analysis of individual cold wave events into a cold season 
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(October-March) is impossible. Also, it should be taken in mind the peculiarities of 
“yearly” indices noted in Zhang et al. (2011): As the threshold changes within the 
year, cold spells or heat waves that are defined as daily temperatures away from those 
thresholds are defined in a relative sense. This latter approach means, for example, that 
a location could experience what would be classified as a heat wave in the middle of 
winter. In that context, the indices in Table 1 will sum all cold spells outside the cold 
half of the year. 

In this study CSDI is calculated for the cold half-year by automated procedures 
in Excel environment, strictly following the methodology of ECA&D (Project team 
ECA&D, 2013). The results have been verified for several stations available through 
ECA&D-site (http://www.ecad.eu/indicesextremes/index.php), as for the most of them CSDI 
is calculated for cold half-year in the period from October 1960 to March 2005 (Table 2). 
For the obviously unreliable values in the ECA&D output files (CSDI value <6, marked 
in red in the table), the deviations weren’t calculated. A few cases of discrepancies are 
due, probably, to the revisions and corrections made in the meteorological database of 
NIMH-BAS in the last years.

Table 2 Deviation of computed values of CSDI for cold half-year in this study (grey columns) 
from those available through ECA&D-site 

ECA&D
This 
study 
dev.

ECA&D
This 
study 
dev.

ECA&D
This 
study 
dev.

ECA&D
This 
study 
dev.

ECA&D
This 
study 
dev.

ECA&D
This 
study 
dev.

ECA&D
This 
study 
dev.

ECA&D
This 
study 
dev.

1961 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1962 0 0 0 0 6 0 6 1 9 0 6 0 0 0 6 0
1963 7 1 22 0 27 2 22 4 11 7 11 0 11 0 20 1
1964 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1965 0 0 0 0 0 0 6 0 7 0 6 0 0 0 0 0
1966 6 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0
1967 0 0 6 -6 7 -1 0 0 0 0 7 0 0 0 0 0
1968 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0
1969 7 0 0 0 7 0 0 0 0 0 0 0 0 0 0 0
1970 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1971 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1972 6 0 0 0 0 0 7 -7 14 0 0 0 6 0 6 0
1973 0 0 1 0 0 1 0 0 7 0 1 0 0
1974 6 0 0 0 18 -4 3 12 0 6 0 6 0 6 0
1975 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1976 6 0 8 0 17 -4 0 0 0 0 0 0 0 0 0 0
1977 0 0 0 0 m.d. 0 0 0 0 0 0 0 0 0 0
1978 9 0 8 0 m.d. 1 1 0 0 0 6 0 0
1979 6 0 7 0 0 0 7 0 9 0 0 0 6 0 0 0
1980 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1981 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1982 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0
1983 15 0 14 0 9 0 14 0 0 0 6 0 7 0 7 0
1984 9 0 9 0 9 0 0 0 6 0 0 0 0 0 0 0
1985 14 -2 12 0 14 0 7 0 14 0 15 0 7 0 12 0
1986 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0
1987 14 0 14 0 14 0 20 -3 15 0 23 0 14 0 17 0
1988 0 0 0 0 0 0 0 0 6 -6 0 0 0 0 0 0
1989 0 0 9 0 11 -1 16 0 0 0 13 0 5 14 0
1990 15 0 19 -2 8 -1 16 0 6 0 6 0 15 0 10 0
1991 0 0 6 0 6 0 6 0 0 0 6 0 6 0 6 0
1992 0 0 0 0 0 0 0 0 7 0 6 0 6 0 0 0
1993 6 2 6 4 6 0 9 0 10 0 8 0 14 0 13 0
1994 0 0 6 -6 12 0 0 0 0 0 0 0 0 0 0 0
1995 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1996 0 0 0 0 15 0 0 0 7 0 7 0 19 0 7 0
1997 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1998 0 0 7 0 0 0 0 0 0 0 6 0 11 0 0 0
1999 6 0 18 0 0 0 0 0 0 0 7 0 8 0 8 0
2000 0 0 0 0 0 0 0 0 0 0 14 -8 8 0 0 0
2001 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0
2002 0 0 6 0 23 0 13 0 12 0 20 1 6 0 7 0
2003 0 0 0 0 16 -1 0 0 13 0 0 0 6 0 0 0
2004 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0
2005 9 0 m.d. m.d. m.d. 7 0 7 -1 8 -1 m.d.

KardzhaliVidin

YEAR

Knezha SofiaObr. chiflik Sadovo Sliven Sandanski
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Radinovic&Curic (2014) define as a representative measure for cold weather the 
negative departure of minimum daily temperature from the monthly normal as well 
as the inter-diurnal variability of minimum temperature. The thresholds are derived 
from the corresponding frequency distribution in a given month during the reference 
climate period 1961-1990 as one (below normal), two (well below normal) and three 
(extraordinarily below normal) times the standard deviation. The authors recommend the 
use of such type of thresholds in cases of incomplete and imprecise daily meteorological 
information that in practice can improve the quality of weather reports and weather 
forecasts.

On fig. 3 are presented some basic statistical characteristics of time series used in the 
study for the reference period 1961-1990. 
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Fig. 3. Basic statistical characteristics of minimum air temperature for the reference period 
1961-1990 (SD = standard deviation; MM = monthly normal; P10 = 10th percentile)

As the daily temperature statistics vary around the monthly ones, CSDI and tncwd 
could be determined as moderate extremes, according to the defined in Radinovic&Curic 
(2014) temperature thresholds. Obviously, tncwd could “catch out” all cold events on 
the border of the natural variability of minimum temperature, mainly in January and 
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February. This is a major disadvantage of tncwd as a robust climate signal. As illustrated 
on fig. 4 in the case of cold waves in Knezha in 1954, CSDI detects a 12-day cold 
wave (01-12.02.1954), while tncwd detects two cold waves (6 days in the period 24-
29.01.1954 and 23 days in period 31.01-22.02.1954), or total 29 days. It is interesting 
to note that the use of fixed threshold (MM-5.0 on the fig. 4) for identifying cold wave 
events returns an intermediate value of 19 days (6 days in the period 24-29.01.1954 and 
13 days in period 01-13.02.1954) but detects another 6-day cold wave in the period 11-
16.01.1954 (total 25 days).

Fig. 4. A case of cold wave events in Knezha in 1954 (MM = monthly normal of minimum air 
temperature; t_min = daily minimum temperature; flags CSDI_f, tncwd_f and MM-5.0_f ≠ 0, 
if t_min is below the defined thresholds: p10 = daily 10th percentile in the period 1961-1990, 

tncwd_t = 5°C below daily mean minimum temperature in the period 1961-1990,  
MM-5.0 = 5°C below monthly normal.

The described case of overestimating of the cold wave duration by tncwd compared 
to the simplified version that uses fixed monthly thresholds is no exception. It is 
reasonable to assess the applicability of the simplified index, considering the gaps 
and inhomogeneity in daily minimum temperature data, as well the lack of reliable 
homogenized time series, which does not allow the calculation of indices with relative 
thresholds for a number of meteorological stations. The modified index tncwd_m is 
defined similarly to tncwd (see Table 1) but instead of the smoothed daily data are used 
monthly normals for determining of fixed monthly thresholds:

Tmm=Tmm_min_norm –5, 

where Tmm_min_norm (°C) is the monthly 1961-1990 normal of the minimum air temperature 
for each of months in the cold half-year (i.e. mm = {Oct, Nov, Dec, Jan, Feb, Mar}).

The frequency distribution of absolute differences between annual values of tncwd 
(as STARDEX outcomes) and calculated annual values of tncwd_m showed very high 
consistency for all stations in the study period: in over 65% of cases, the differences are 
±1 day; in about 15% of cases was observed a complete mismatch in the detection of the 
single 6 or 7-day cold waves (fig. 5). 
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Fig. 5. Frequency distribution of absolute differences between annual values of tncwd and 
tncwd_m calculated over all stations in the considered period; on the abscissa are shown upper 

bin boundaries

Generally, tncwd no outperforms substantially the modified index in the assessment 
of cold wave events. That’s why the further study is focused on the analysis and 
comparison of CSDI and tncwd_m in the period from October 1951 to March 2011, 
both calculated for the cold half-year. All mentioned below periods include the whole 
cold season (e.g. 1982-2011 should be read as October 1981 - March 2011).

3. RESULTS AND DISCUSSION

Frequency distribution of the number of days in the cold half-year included in cold 
waves shows very similar results for CSDI and tncwd_m. About 60% of cases are those 
of single events with duration between 6 and 9 days that substantiates the studied indices 
as moderate extremes (fig. 6).
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Fig. 6. Frequency distribution of the number of days in the cold half-year included in cold 
waves in the period 1952-2011

A simple approach to outlining the most extreme events in the spatiotemporal 
analysis is min-max normalization of obtained results by using the formula:

,

 

where the deviation of each value of the parameter xi from the smallest value xmin is 
divided by the sample range, and the result is multiplied by 10 to obtain a comfortable 
uniform scale from 0 to 10. The normalized values of CSDI and tncwd_m for all 20 
stations over the period 1952-2011 are rounded to the nearest integer for obtaining a 
clear picture of the cold season severity in degrees from 1 to 10. Moreover, this method 
permits an additional proofing of tncwd_m applicability by direct comparison of the 
discrepancies with the scores obtained for CSDI. In over 60% of cases the differences 
fall in the interval (–1, +1); in about 88% of cases, they are between –2 and +2 (fig.7).

The spatiotemporal distribution of normalized values of tncwd_m and CSDI 
reveals a high density of cold waves in the periods 1952-1963 and 1984-1996 (fig. 
8). Indisputably, CSDI is statistically more precise but the results are spatially more 
heterogeneous compared to tncwd_m outcomes under the same large-scale atmospheric 
conditions in the most severe winters (1952-1963). Daily percentiles follow the local 
peculiarities of the minimum air temperature while the respective monthly averages are 
spatially more coherent. 



26

Cold waves on the territory of Bulgaria in the period 1952-2011

Fig. 7. Frequency distribution of differences between normalized values of tncwd_m and CSDI
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Fig. 8. Spatiotemporal distribution of normalized values of tncwd_m (upper panel), and CSDI 
(lower panel)
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The distribution of cold wave events by decades (comprising 10 cold seasons) shows 
variability without clear tendency, outlining the first one as more severe, especially in 
South Bulgaria (fig. 9).

Fig. 9. Distribution of cold wave events by decades in the considered period 

Monthly distribution of CSDI and tncwd_m cold wave events in the period 1952-
2011 are generally similar (the largest difference is about 5%). Most frequently cold 
waves occur in February, and most rare – in October. Since 1982, the number of CSDI 
cold waves relatively increased with about 15% in November and 8% in January, while 
they practically disappear in October. Inversely, the number of tncwd_m cold waves in 
October retains almost the same but relatively increases with about 20% in December 
(15% in South Bulgaria) and with about 14% in November (fig. 10).
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Fig. 10. Monthly distribution (left panel) of cold wave events and relative deviations (two right 
panels) of tncwd_m cold waves in the period 1982-2011 compared to 1952-1981, separately for 

North and South Bulgaria

In the period 1952-2011, over 90% of cases in SBG and 85% of cases in NBG are 
those of single cold waves with duration from 6 to 11 days. The maximum cold spell 
duration is observed in Pleven (1954): 28 days for tncwd_m and 22 days for CSDI. 
The reached values of minimum temperature fall in the interval (–20°C, –10°C) in 



28

Cold waves on the territory of Bulgaria in the period 1952-2011

about 56% of cases in SBG and in about 64% of cases in NBG. The lowest values are 
registered in 1956 (below –30°C in Sadovo and Sredec) and 1985 (–29.3°C in Knezha). 
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Fig. 11. Frequency distributions of duration of cold wave events and reached minimum 
temperatures in the period 1952-2011; on the abscissa are shown upper bin boundaries

Following the definition of WMO TT-DEWCE, the cold wave severity can be 
determined by accumulated negative anomaly from the threshold used to identify the 
cold wave events. For the purposes of spatial analysis and comparison of the different 
cold wave characteristics, it is convenient to work with dimensionless parameters. In 
regard to tncwd_m, all cold wave events are weighted to a minimum possible cold 
wave (i.e. six days with daily deviations from the monthly normal –5.1°C or –30.6°C 
accumulated anomaly). On the fig. 12 are shown the key features of cold wave events 
in relative units, spatially averaged for North Bulgaria and South Bulgaria, namely: the 
maximum severity and duration for each cold season, as well as the frequency defined 
as the number of events in the cold season. In NBG, it is observed a distinct difference 
between the sub-periods 1952-1981 and 1982-2011 in the direction of the range decrease 
for all three characteristics, while in SBG, the maximum values of relative severity and 
duration were registered in the second sub-period.

The climatic peculiarities of the severe cold waves in 1954, 1956,1963, 1985 and 
1987 that affected the most part of the territory of Bulgaria consists in long duration 
(above 10 days) or high frequency (up to 5 cases in 1954), large negative temperature 
deviations (more than 10-12°C, in particular cases more than 25°C) and very low 
minimum temperature (in 1954, the reached absolute minimum temperature is at 
average below –22°C in NBG and below –21°C in SBG). 
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Fig. 12. Long-term variations of the key features of cold wave events in relative units

4. CONCLUDING REMARKS

In the study were analyzed the main spatiotemporal characteristics of cold waves in 
the non-mountainous parts of the country in the period 1952-2011, as well as some 
peculiarities of various cold wave indicators. The proposed index tncwd_m shows a 
good performance in the assessment of cold wave events comparable to other wide 
used indices as CSDI and tncwd. The spatiotemporal distribution of normalized values 
of tncwd_m and CSDI reveals a high density of cold waves in the periods 1952-1963 
and 1984-1996. Over 90% of all cold wave events in South Bulgaria and 85% in North 
Bulgaria are those of single cold waves with duration from 6 to 11 days. The reached 
values of minimum temperature fall in the interval (–20°C, –10°C) in more than 55% 
of cases. The climatic peculiarities of the severe cold waves in 1954, 1956,1963, 1985 
and 1987 that affected the most part of the territory of Bulgaria consists in long duration 
or high frequency, large negative temperature deviations and very low minimum 
temperatures. Since 1982, the number of cold waves relatively increased in November 
and December.
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Cold season tornadoes in Bulgaria – brief analysis
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Tsarigradsko shose 66, 1784 Sofia, Bulgaria

Abstract: From the beginning of 21st century 58 confirmed cases of tornadoes and 
waterspouts were registered in Bulgaria. In the list of documented tornadoes there are 
5 “winter” cases which occurred within the cold half of year: 4 of which in southern 
Bulgaria and 1 - in northeastern Bulgaria. According to synoptic analysis they were 
associated with strong thunderstorms which developed along cold fronts introducing cold 
and moist air masses in Bulgaria after a period of unseasonably warm and dry weather. 
Some thermodynamic parameters and four instability indices have been calculated. All 
received values are close to those favorable for development in our country of summer type 
convective storms.

Keywords: tornado; winter convection; instability indices

1. INTRODUCTION  

Tornado is one of the most extreme weather phenomena. Although it is defined as 
a small-scale convective induced whirl with a width of several tens of meters up to 
a maximum of 2 km and a lifetime from several minutes to several hours, this type 
of vortex can cause significant material damages and even loss of life. According to 
accepted definitions for tornado (Glickman, 2000; Rauhala et al., 2012) “A tornado is a 
vortex between a cloud and the land or water surface, in which the connection between 
the cloud and surface is visible, or the vortex is strong enough to cause at least F0 
damage”. This allows all waterspouts to be included in the definition of a tornado. 

In the northern hemisphere, tornadoes occur more often in the spring and much 
less in the winter, but it is possible to observe them at any time of the year, if the 
weather conditions are favorable. In Europe (excluding United Kingdom) tornadoes 

* lilia.bocheva@meteo.bg
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occur mainly in summer (46.9%) and autumn (24.4%). The lowest number of cases was 
recorded in winter (12.7%) and spring (16.0%). For continental Europe as a whole, the 
most tornadoes are recorded between May and September and the smallest activity takes 
place in December, March and April. The monthly distribution of tornadoes reflects the 
seasonal maximum of thunderstorm frequency over Europe. (Graf, 2008; Antonescu et 
al., 2016)  

Tornadoes occur relatively rarely in Bulgaria compared to other parts of the world. 
They may often remain unreported when occur in remote and weakly populated 
mountainous regions of the country or if they leave no significant damage behind. The 
number of reports of tornado events in Bulgarian from the beginning of 21-century 
however has significantly increased thanks mainly to the revolutionary development 
of the information technology. For example, 58 tornadoes and waterspouts have been 
recorded in Bulgaria since 2001, against only 20 cases for the period 1956-2000 
(Simeonov et al., 2013; Bocheva&Simeonov, 2016). The summarized information 
shows that the maximum frequency of tornadoes in Bulgaria is in warm half of the year 
between May and August with maximum in June. However, in the list of documented 
tornadoes there are 5 “winter” cases, all after 2003 year, which occurred within the 
cold half of year: 4 of them in southern Bulgaria and one - in northeastern Bulgaria. 
They present a great interest especially taking into account that severe thunderstorms in 
Bulgaria are not typical phenomena for winter. But recent investigations show that after 
1991 frequency of thunderstorms days increased more rapidly during the cold months 
almost in all regions in the country (Bocheva&Marinova, 2016).  

Two of such “winter” tornado cases were analyzed in previous works as a comparison 
for different types of severe convection and connected with them extreme events such as 
strong winds, heavy precipitations and hail (Bocheva et al., 2009; Bocheva et al., 2015). 
The aim of present paper is to summarize and compare all known cases of unusual cold 
season tornado events in Bulgaria. A serious challenge in this study was a real lack of 
radar information, because during the cold season the only radar data came from the 
airports radars, which cover only the short range nearby the main airports in Bulgaria 
in Sofia and Varna.

 2. DATA AND METHOD OF INVESTIGATION

This study identifies the main characteristics of cold season tornadoes in Bulgaria. 
Data originated from eyewitness reports, site investigations, media news, and reports 
of the local administration. Press and TV are often the richest source of images of the 
tornadoes themselves or the damage they have caused. Data from the meteorological 
data base of National Institute of Meteorology and Hydrology (NIMH) are also included. 
The analysis of the vertical structure of the atmosphere at the location and the time of 
occurrence are based on the sounding data from the archives of NIMH. Two of the cases 
were also verified by using radar images and data: for one of them from the automated 
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radar system of NIMH (X and S-band AMS-MRL5) based in Gelemenovo and for 
second – C-band Doppler radar of Bulgarian Air Traffic Services Authority (BULATSA) 
on Sofia airport. The tornado cases have also been classified by strength according the 
Fujita scale (Fujita, 1985). The cases have been verified also by means of analysis of the 
weather patterns based on the NCEP/NCAR Reanalysis (Kalnay et al., 1996), images 
from GFS (www.wetter3.de) and from EUMETSAT, as well as products from NOAA/
ESRL Physical Sciences Division, Boulder Colorado (http://www.esrl.noaa.gov/psd/). 
The sounding data from the national (Sofia) or the closest foreign aerological station 
(Bucharest) have been used to calculate some thermodynamic parameters and indices 
of instability at the vicinity of occurrence of the tornadoes. Surface data (pressure, 
temperature, humidity parameters, wind speed and direction) from the closest synoptic 
station have been fitted to the lower part of the vertical profile. All computations have 
been made by the upgraded in 2013 non-adiabatic empirical model developed by 
Dimiter Syrakov and Petio Simeonov (Simeonov& Syrakov, 1988). 

3. RESULTS

3.1. Characteristics of “winter” tornado cases in Bulgaria

The collected database about tornadoes in Bulgaria for the period 2000-2017 has shown 
the registration of 5 such cases during the cold half of the year after 2003. Cold season 
tornadoes in Bulgaria presented 12% of all events. For comparison in United Kingdom 
about 35% occurred in the end of the autumn or winter-time (Holden&Wright, 2004) 
and in France about 20% of all (Graf, 2008). 

Fig. 1. Distribution of cold season tornadoes in Bulgaria.
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Table 1. Main tornadic characteristics for all cold-season tornado cases

Location Date Start time 
UTC

Duration, 
min

Path 
length, 

km

Path 
widht, 

m

Max 
wind, 
m/s

T 
max, 
° C

F- 
scale

Bolyartsi 24.03. 2004 13:30 about 10 0.4 35-130 20 17.6 F1

Fatovo 15.02. 2005 14:35 >30 2÷3 500 30 11.5 F1

Malko Yonkovo 21.03. 2007 13:30-14:00 about 10  *  * 40 17.8 F1

Bansko 02.12. 2010 07:30 10÷20 0.5 20-30 >20 18.0 F0

Dimitrovgrad 08.03. 2016 16:05 15 1 50 >20 17.8 F1

a) Broken and fallen radial pines near Fatovo b) After a severe storm in Malko Yonkovo

c) After a tornado in Bansko d) After a tornado in Dimitrovgrad

Fig. 2. Damages after cold season tornado outbreaks

The space distribution of “winter” tornadoes in Bulgaria is presented on Fig.1. The 
main ground-based characteristics of severe events are presented in Table 1. They have 
been classified by strength according to the Fujita scale on the base of information from 
damages reports and surface wind speed data – see Table 1. All cases can be classified 
as weak (less than or equal to F1) in which group belong about 76% of all tornadoes 
registered in the country. The available photos of damages after tornadoes are presented 
on Fig.2. After the tornado has passed, in all cases broken electric poles and damages on 
roofs of buildings have been reported. The biggest damages are recorded at the tornado 
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case in the East Rhodopes on 15 February 2005. At least one tornado-like whirl has been 
observed at the Madan-Rudozem road. Local authorities have reported about a hundred 
and fifty hectares of pine forest destroyed by wind gust of up to 30 m/s between Fatovo 
and Tarun (Fig. 2a). The biggest damages in urban environment are registered on 08 
March 2016 in Dimitrovgrad where more than 30 roofs of the houses were demolished 
and many windows and electric poles were broken (Fig. 2d).

3.2. Synoptic and thermodynamic environment  

The analyses of synoptic situation in Bulgaria show that the most tornadoes (90%) 
developed in the context of a cold front system with predominantly meridional extent 
from southwest to northeast which was associated with a strong air flow in the middle 
and upper troposphere. The cold-front system should have crossed the country. Such 
cold fronts are most often associated with a deep upper-level trough to the west of 
Bulgaria over the Central Mediterranean. When associated with tornadoes although, 
they appear to be rather stationary for a certain period of time or progress slowly through 
the country (Simeonov et al., 2013). 

The same synoptic features are observed in all 5 cases of cold season tornadoes 
in Bulgaria. At 500 hPa charts the weather over the country is determined by a deep 
and slowly moving trough from the north with axes reaching Central Mediterranean 
(see Fig. 3-7 a). The strong jets from the south-southwest, typical for summer type 
convective processes, pass over the country. At the surface, Mediterranean cyclones 
are formed over northern part of the Adriatic Sea 48 hours before tornado and slowly 
moved eastward over the area. Bulgaria is situated in front of the low pressure area. 
The warm flows from south spread over the country. In all cases the measured surface 
air temperatures are with 10-15° C over the typical ones for the season at least 2-3 days 
before the tornado events. The maximum surface air temperature in tornado days is 
presented in Table 1. Cold atmospheric fronts connected with Mediterranean cyclones 
cross the country. After the cold front the temperature on 850 hPa decreased with  
5-6 °C in all cases (Fig. 3-7 b).  

There are many difficulties when attempting to study the thermodynamics at 
the vicinity of occurrence of tornadoes. We have only two radar images from quite 
different meteorological radars – for Bolyartsi from Sofia airport radar (Fig. 3c) and for 
Dimitrovgrad from NIMH radar (Fig. 7c). According to Fig. 3c the maximum reflectivity 
of convective clouds over Bolyartsi is about 45dBz (in red).  The only available 
information from Fig.7c, which presents the software product from Gelemenovo radar, 
is the existence of the convective clouds with cloud top about 7 km.  In addition to lack 
of radar information, there are only a few sounding profiles available in the region. The 
NIMH operates only one aerological sounding per day at 12:00 UTC in Sofia. This 
inhibits the attempts to see the instability factors prior to events occurring before noon 
for example as is the case in Bansko. For tornado which occurred in morning hours of 
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02 December 2010 the only available sounding data was from Sofia, because there is no 
information about Thessaloniki air sounding for this day. Regarding the Dimitrovgrad 
case, it is impossible to use Sofia sounding data, not because of the distance of 200 km 
between two towns, but mainly because of the jet from south to north which crossed 
the central parts of the country and created favorable conditions for severe storm 
development over Thracian lowland (see Table 2). 

a) 500 hPa analyses from 
1200 UTC 24.03.2004.

b) Temperature on 850 hPa 
from 1200 UTC 24.03.2004.

c) Sofia airport 13:30 UTC 
radar CAPPI image

Fig. 3. 24 March 2004 – Bolyartsi tornado outbreak

a) 500 hPa analyses from 1200 
UTC 15.02.2005.

b) Temperature on 850 hPa from 
1200 UTC 15.02.2005.

Fig. 4. 15 February 2005 – Fatovo tornado outbreak

a) 500 hPa analyses from 1200 
UTC 21.03.2007.

b) Temperature on 850 hPa 1200 
UTC 21.03.2007.

Fig. 5. 21 March 2007 – Malko Yonkovo tornado outbreak
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a) 500 hPa analyses from 0600 
UTC 02.12.2010.

b) Temperature on 850 hPa 0600 
UTC 02.12.2010.

Fig. 6. 02 December 2010 – Bansko tornado outbreak

a) 500 hPa analyses from 
1200 UTC 08.03.2016.

b) Temperature on 850 hPa 
1200 UTC 08.03.2016.

c) Gelemenovo radar image 
14:09 UTC

Fig. 7. 08 March 2016 – Dimitrovgrad tornado outbreak

In our case for description of thermodynamic conditions 4 instability indices and 4 
parameters are chosen (Table 2). For their calculation the air sounding data from Sofia 
(for 3 cases in South Bulgaria) and Bucharest (for the case in North Bulgaria) are used 
as well as data from closest synoptic station in time interval near to tornado occurrence.

Table 2. Instability indices and thermodynamic parameters of the environment of Bulgarian 
cold-season tornadoes

Location KI,ºC TT,ºC LI,ºC SWEAT wmax, 
m/s

Hwmax, 
m H0, m

ZEl,
m

Bolyartsi 31.4 61 – 6.6 187 15 5578 2128 8078
Fatovo 14.3 50.4 – 4.3 108 13 4392 2278 9142
Malko 
Yonkovo 30.8 54.8 – 7.5 385 15 5911 3059 10161

Bansko 33 54.4 – 5.66 385 13 5114 3524 10613
Dimitrovgrad * * * * * * * *
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Parameters in Table 2:

Four specific indices of instability based on sounding profiles of temperature, humidity 
and wind in the lower and middle troposphere are:

•	 K Index (George, 1960) 

KI = (T850 – T500) + Td850 – (T700 – Td700)  (1) 

•	 Total Totals Index (Miller, 1972)

TTi = (T850 – T500) + (Td850 – Td500)  (2)

               
where Т850, Т700, and Т500 denote temperature at levels 850, 700, and 500 hPa and Td850 

and Td700 denote dew point at levels 850 and 700 hPa. 

•	 Lifted Index (Galway, 1956)

LI = (TL – T500) (3)

where TL is the temperature of an adiabatically (dry or wet depending on the level 
of saturation) ascending air parcel from level 850 hPa to level 500 hPa; Т500 is the air 
temperature at level 500 hPa.

•	 Severe WEAther Threat index (SWEAT) - Miller (1972)

SWEAT = 12Td850 + 20(TTi – 49) + 2V850 + V500 +125(sin(dd500 – dd850) + 0.2) (4)

where TTi is the Total Totals index, V850 and V500 denote the wind velocity at levels 850 
hPa and 500 hPa respectively, and dd500 – dd850 is the difference between the directions 
of wind in degrees at the two levels.

•	 Wmax – the maximum value of updraft velocity - non-adiabatic empirical model 
(Simeonov& Syrakov, 1988)

•	 H wmax – the level of maximum value of updraft velocity- non-adiabatic 
empirical model (Simeonov& Syrakov, 1988)

•	 H0
 
– altitude of 0ºC isotherm

•	 ZEl – altitude of Equilibrium level (El)
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The calculated high absolute values of indices, presented in Table 2, indicate increased 
instability. According to other studies (Siedlecki, 2009) values of KI >25, TT > 49 and 
LI < – 4 indicate conditions favorable for the development of strong thunderstorms with 
hail and/or tornadoes. The calculated indices for tornado events in Bolyartsi, Malko 
Yonkovo and Bansko completely satisfy these limits. In Fatovo case KI index is very 
low, but nevertheless the biggest damages are reported. The explanation of this is in the 
use of Sofia aerological sounding data for calculation of the index. In 12:00 UTC the 
cold front passed the Sofia region and the temperature decreased while in the region of 
Fatovo the situation was quite different.

The SWEAT is close to the one for Greece (Sioutas, 2011) but lower than 400 which 
was found to be a threshold value for summer tornado storms in the USA (David, 
1976). However, the mean values of SWEAT indices obtained in the study are close 
with the ones estimated for winter months between November and March and close to 
those for month with the highest tornado frequency in the USA - May (SWEATmay = 
253, in David, 1976). The other parameters are also near or above threshold values for 
strong thunderstorms in the warm half of the year in Bulgaria. The heights of the zero 
isotherm H0 (Table 2) are within the limits of typical values (Simeonov et al., 1990) 
for the development of severe hail thunderstorms during the end of the spring (in May). 
Regarding the altitude of the Equilibrium level, all calculated values fall within the 
ranges determined by Boev and Marinov (1984) for the development of convective 
clouds during the warm half of the year.

CONCLUSSION

The intensity analysis indicated that the cold season tornadoes in Bulgaria can be 
classified as F0–F1 of the Fujita scale which is equivalent to “weak” tornadoes. The 
analysis of the selected thermodynamic indices and wind parameters showed values 
comparable to those found in the literature as favorable for development of summer 
type severe convective storms. 

The increased frequency of thunderstorms during the cold half of the year after 1991 
(Bocheva&Marinova, 2016), as well as the accompanying severe convective events 
such as the winter tornadoes presented in this study, show the need for a detailed study 
of the causes of the occurrence and development of this type of phenomena, using more 
reliable information from meteorological Doppler radars, satellite data (or products) 
and other data for the vertical structure of the atmosphere.
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On the relationship between atmospheric and soil drought in 
some agricultural regions of South Bulgaria
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Abstract: Drought is an extreme event, which affects agriculture. Soil drought occurs when 
the soil water balance is impaired, which  causes the deterioration of the physiological state 
of the plants and directly affects the yields of the crops. Due to the climatic features of the 
country, the agricultural lands of South Bulgaria suffer from insufficient humidity during 
the vegetation period of the main agricultural crops. 
High frequency of extreme phenomena, in particular drought, as well as the several droughts 
observed in the first decade of the 21st century in Bulgaria and different parts of the world, 
is a premise for extended monitoring. The forecast of the intensity and the probability of 
drought acquire high importance.
The aim of the study is to investigate the potential in application of atmospheric drought 
index as a predictor of soil drought in the agricultural regions of Southern Bulgaria.
For this purpose, the Standardized Precipitation Index (SPI) and Soil Moisture Index (SMI) 
are used in the sense of an indicator of impending soil drought during the vegetation period. 
Representative dry, normal and wet years were selected. The potential for implementation 
of SPI as an indicator of imminent soil drought has been assessed.

Keywords: atmospheric and soil moisture, drought, indices

1. INTRODUCTION

Soil drought of varying intensity and duration is a distinctive extreme phenomenon, 
which determines to a great extent the profitability of the agricultural production in our 
country. Soil drought can be observed throughout the whole growing  season. 

The common feature of agrometeorological and meteorological drought is a 
shortage of precipitation, but agrometeorological drought should be characterized 
with some additional indicators, such as the difference between potential and actual 
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evapotranspiration and soil moisture (Wilhite, D.A., 2000). According to the same 
author, agrometeorological drought is a result of persistent meteorological one.

Drought monitoring, identification of its intensity and forecasting methods become 
actual due to increasing frequency of extreme events (IPCC, 2014), in particular drought, 
as well as drought periods registered in the first decade of 21th century in Bulgaria 
(Alexandrov, V., 2011) and around the world (Szezypta C. еt all, 2012). 

As early as the beginning of the last century, attempts have been made to define the 
concept of drought and ways of identifying it. Common to all types of drought is the 
fact that they originate from a deficiency of precipitation that result in water shortage. 
Since the middle of the 20th century precipitation amount is compared to soil water 
demand and vegetation cover – evapotranspiration (Heim R., 2002). In 1965 W. Palmer 
published his Palmer drought severity index (PDSI), creating an algorithm for assessing 
water balance through precipitation and temperature. 

Later, McKee, et al., 1993 developed a Standardized Precipitation Index (SPI), which 
is currently widely used by the global scientific community to characterize moisture 
conditions for operational needs. To investigate the agricultural drought type, the Crop 
Moisture Index (CMI), the Palmer Moisture Anomaly Index (Z Index) and the Soil 
Moisture Anomaly Index (Keyantash J., J. Dracup, 2002) are most widely used.

Each index has both advantages and shortcomings in certain areas, and none of them 
uses the available water in the soil. The soil moisture index (SMI), developed in the 
High Plains Regional Climate Centre (HPRCC), determines the drought intensity by 
evaluating soil water available to plants (Hunt E., et al., 2008) regarding quantity for a 
given soil type. For the calculation of SMI, the measured soil moisture in agricultural 
crops is used, which allows to determine the degree of drought for a particular crop.

The aim of the study is to investigate the potential in application of atmospheric 
drought index as a predictor of soil drought in the agricultural regions of Southern 
Bulgaria.

2. MATERIAL AND METHODS 

Areas of interest are the agricultural regions in Southern Bulgaria, covering the Thracian 
Lowland and Southeastern Bulgaria. Daily data for precipitation, ten-day data from soil 
moisture measurements for the period 1981-2010 at 8 stations (Fig. 1), and hydrological 
characteristics for representative soils were used.

Soil moisture is measured by the gravimetric method, according to the methodology 
of the National Institute of Meteorology and Hydrology (NIMH). Measurements are 
conducted every ten days at depths from 10 cm to 1 m during the growth season. For 
this investigation we used measured soil moisture under winter wheat for 0-30 cm, 0-50 
cm and 0-100 cm soil layers during vegetation season (IV-IX).

According to the climatic zoning of the country, the agricultural land in the area 
of interest falls into two climatic areas - Moderate Continental and Continental-
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Mediterranean. The precipitation regimes in these two climatic areas are different - in 
the first continental area (maximum is during the summer and the minimum is in the 
winter), in the second climatic area – maximum is in the winter and the minimum in the 
summer.

The main soil types on the region are Cinnamonic (typical and leached) – Sliven, 
Haskovo, Svilengrad, Plovdiv, Pazardhik and Vertisols (typical and leached) –Karnobat 
и Chirpan. 

Fig. 1. Area of investigation and location of stations.

The Standardized Precipitation Index (SPI) is widely used to assess atmospheric 
drought. SPI is a tool which was developed primarily for defining and monitoring 
drought. It enables analysts to determine the rarity of a drought at a given time scale 
(temporal resolution) of interest for any rainfall station with historic data. It can also 
be used to determine periods of anomalously wet events. The SPI is not a drought 
prediction tool. Mathematically, the SPI is based on the cumulative probability of a 
given rainfall event occurring at a station. The historic rainfall data of the station is fitted 
to a gamma distribution, as the gamma distribution has been found to fit the precipitation 
distribution quite well.

The relative simplicity of the calculations, as well as the few required input data, only 
a quantity of precipitation, makes it a universal index of assessing moisture conditions. 
Its application in operational practice is significant. SPI is calculated daily for a 10 day 
time scale.
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Table 1  Drought classification by SPI value and corresponding event probabilities

SPI value Classification Cumulative 
probability (%)

2.00 or more Extremely wet 2.3
1.50 to 1.99 Very wet 0.4
1.00 to 1.49 Moderately wet 9.2
0 to 0.99 Mildly wet 34.1
0 to –0.99 Mild drought 34.1
–1 to –1.49 Moderate drought 9.2
–1.50 to –1.99 Severe drought 4.4
–2.00 or less Extreme drought 2.3

The soil moisture index (SMI) classifies the land by measuring or modeling soil 
moisture values using the following formula:

 

where: SM- Soil Moisture (cm3/cm3); WP-Wilting Point (cm3/cm3) and FC- Field 
Capacity (cm3/cm3). 

SMI characterizes soil drought from normal to extreme, with the degree of drought 
increasing when the index decreases (Table 2). 

Table 2 Classification of drought events according to SMI

Drought conditions SMI
Less intense 0–1 or more
Moderate –2 to –1
High intense –3 to –2
Severe –4 to –3
Extreme –5 or less

3. RESULTS AND DISCUSSION

Agrometeorological dry spell and drought of varying intensity were recorded in 14 of 
the first 15 years of the 21st century. Dry spell and drought are recorded during each of 
the months of the vegetation period. In April, soil drought is a less common event, but 
when it happens, it can have serious consequences. An example of such an extreme 
phenomenon is the drought that began in April 2007. As a consequence of it is the 
damage of autumn crops in northwestern and northeastern Bulgaria. Often, drought 
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occurs in May. For example, in 2000, 2003, 2007 and 2015, in some regions of the 
country, the soil moisture was less than 70% FC in May.

June appears to be critical for soil water supplies in spring crops, as it was in 2000, 
2002, 2003, 2010, 2015. The consequences of drought in these cases are the recorded 
damages in winter crops, vegetables and orchards. Soil drought in July was recorded 
in 2000, 2001, 2004 (only in separated regions), 2007 (soil water availability reach 
23% of FC in Southern Bulgaria), 2008 (beginning of drought), 2011, 2015. In August, 
soil water supplies reach their lowest values, even in years that are considered wet. In 
two-thirds of the years under review (2000, 2001, 2003, 2004, 2006, 2007, 2008, 2009, 
2014, 2015) soil drought was registered in August. In some years, the summer drought 
passes in autumn - 2003, 2004, 2008, 2009, 2015 when the September’s soil water 
balance was decreased. (Hydro-meteorological Bulletins of NIMH).

Rainfalls in the area under consideration are between 85% (Pazardzhik) and 98% 
(Svilengrad) in the average of the country (Fig.2). Only in Haskovo annual rainfall 
exceeds the average of the country by 9%, but this is due to the autumn-winter rainfalls, 
since only 44% of them are in the vegetation period. The lowest rainfall sums are 
recorded in Plovdiv and Pazardzhik, but over 50% of them are in the vegetation season. 
The highest precipitation rate during the growth season is in Kazanlak (60%), and the 
smallest in Svilengrad (42%).

Fig.2. Long-term annual vegetation season precipitation sums (IV-IX)
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SPI values were determined during the vegetation period for ten days (Fig.3). Half 
of the cases (between 49 and 55%) indicate atmospheric drought with moderate, severe 
and extreme intensity.

Fig. 3. Percentage of cases with extreme, severe, moderate and mild drought events according 
to SPI (ten days step for vegetation period)

Previous studies (Georgieva V., V. Kazandjiev, 2015) set the SMI values for which 
the quantities of soil moisture are less than 70% FC. It has been shown that danger for 
agriculture is increased, when the SMI values indicate strong and extreme drought.

The values of SMI for three soil layers - 0-30 cm, 0-50 cm and 0-100 cm for the 
ten-days periods have been determined and only the cases with a significant drought 
intensity for agriculture are selected (Fig. 4). The highest is the percentage of these cases 
in the upper soil layer (Fig. 5a), reaching up to 100% in Pazardzhik. In the deeper soil 
layers (Fig. 5 b, c) the percentage of cases decreases, but the difference is insignificant. 
In Karnobat the conditions of formation and utilization of water reserves in the soil 
differ from those in the other considered stations, because only the percentage of cases 
with soil drought is significantly lower than those indicated by SMI, respectively 34, 30 
and 29% in the three soil layers. The remaining stations are between 56% and 100%.

The comparison between the drought cases reported by the SPI and the SMI indices 
shows that in a large percentage of cases, registered drought (according to SMI) is not 
indicated by the SPI, (Fig. 3 and Fig. 4).
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Fig. 4. Percentige of cases with increased drought (SMI) for three soil layers: a) 0-30 cm; b) 
0-50 cm; c) 0-100 cm during the vegetation season
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The distribution of the negative values of SPI reports atmospheric drought of varying 
intensity between 40 and 60% of the examined cases, evenly throughout the growth 
season, (Fig. 5). In each of the vegetation months, 50% of the ten-days periods have 
been reported as one of the degrees of extreme drought - extreme, severe, moderate and 
mild.

Fig. 5. Extreme, severe, moderate and mild drought distribution according to SPI during the 
vegetation season

Soil drought variations presented trough the numbers of cases according to SMI are 
much higher. The largest in the 0-30 cm layer is in April (3-100%) and in May (14%-
100%) – (Fig. 6), with the lowest number of droughts in April (Karnobat, Chirpan, 
Pazardzhik under 5%). In June, July, August and September, more than 50% of the 
occurrence of soil drought is observed, with the exception of region of Karnobat. The 
high percentage of cases of autumn drought in Chirpan, Kazanlak, Haskovo, Svilengrad 
and Plovdiv is noticeable. In the deeper soil layers in April and May, soil drought is not 
a common event, with the exception of Kazanlak, Haskovo, Plovdiv and Svilengrad 
stations.

Only in April the cases of atmospheric drought exceed those with established soil 
drought. The soil water consumption in April is greatest, but at the beginning of the 
spring vegetation, soil water reserves usually reach to FC. This allows short droughts 
to be overcome without reaching moisture depletion below the optimum. The highest 
exceedance of the percentage of cases with soil drought is in August and September and 
at Svilengrad station, reaching 50%.

Different information is used to determine the two indices - rainfall SPI and soil 
humidity for SMI, which explains the insufficient relationship between them. Given 
that precipitation is the main resource for soil water supplies formation, we sought a 
correlation between the ranges of SPI and SMI for the three soil layers. Table 3 shows 
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the correlation coefficients that indicate the absence of a significant relationship between 
the two indices.
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Fig. 6. Monthly distribution in (%) of cases with extreme, severe and high intense drought 

according SMI during the vegetation period in 3 soil layers: a) 0-30 cm; b) 0-50 cm; c) 0-100 cm
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Fig. 7. Coincidence of drought events:a) SPI and SMI 0-30 cm; b) SPI and SMI 0-50 cm; c) 
SPI and SMI 0-100 cm
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Table 3 Correlation coefficient between SPI and SMI for 3 soil layers

Stations 0-30 cm 0-50 cm 0-100 cm
Karnobat 0.31 0.23 0.15
Sliven 0.22 0.29 0.24
Chirpan 0.15 0.11 0.07
Kazanlak 0.45 0.40 0.27
Haskovo 0.32 0.28 0.21
Svilengrad 0.25 0.26 0.20
Plovdiv 0.00 -0.01 -0.01
Pazardjik 0.04 0.04 0.01

The correlation between SPI and SMI-indicated droughts for the three layers by 
months during the vegetation period (Fig. 7) was analyzed. The highest coincidence rate 
is in April and May, but then, there are the least observed cases of soil drought. A higher 
incidence rate was observed in Karnobat, where the number of drought cases was the 
lowest. In 50-60% of the cases of soil drought, SPI values are negative, i.e. atmospheric 
drought is also reported. Conversely, in more than 40% of the SPI cases reported by the 
SMI does not indicate drought.

This result, as well as the low correlation coefficient between SPI and SMI, indicates 
that SPI alone can not be used to determine soil drought. For this purpose, it is necessary 
to use a quantitative indicator that takes into account the water deficit in the soil.

4. CONCLUSIONS

A parallel study of SPI and SMI over the period 1981-2010 was conducted. Summarizing 
the obtained results, following conclusions can be made:

1.  During the period of investigation, the number of soil drought cases determined 
by the SMI value is significantly higher than that of atmospheric droughts 
according to the SPI value. That is because SPI gives an idea of precipitation 
deviation from the climate norm and does not take into account the losses of soil 
water by evaporation and transpiration;

2. The correlation between SPI and SMI during active vegetation period April – 
September is not significant; 

3. It is found that both SPI and SMI indices are not always consistent. For example, 
when SMI indicates soil drought SPI does not always indicate atmospheric 
drought too;

4. SPI gives an inaccurate idea of soil drought. That is particularly true for the 
months of July and August. In relation to that, it is necessary to extend the study 
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on identification of an additional index connecting SPI and SMI in the case 
when the results of SPI deviate from that of SMI. 
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Abstract: Accurate airflow forecast over large urban areas in complex orography is very 
important problem and it is still a big challenge. Terrain and land-cover inhomogeneity 
cause thermal circulation domination under calm conditions, or significant modification of 
the large-scale synoptic flow. The Weather Research and Forecasting (WRF) model is used 
for numerical experiments with fine horizontal grid of 500 meters. The static terrestrial 
data are represented with very high resolution (1 arcsec for the orography and 3 arcsec for 
land-cover data). The purpose of this work is to assess the ability of WRF model to study 
the specifics of meso-scale circulation under various large-scale (synoptic) conditions for 
the Sofia region. Different model options (for microphysics and planetary boundary layer 
- PBL) are tested during the evaluation process based on comparison to measurements in 
order to determine the optimal configuration. Overall Lin et al. microphysics scheme shows 
the best performance. None of the PBL schemes is found to be superior, but all provide 
reasonable results. WRF model shows good performance and it is a very useful tool to study 
flow structure and variability. Different mesoscale phenomena are properly captured with 
numerical simulations. 

Keywords: flow modification over complex orography, meso-scale phenomena, WRF, 
model sensitivity tests, evaluation for Sofia region. 

1. INTRODUCTION 
Several types of investigation (theory, numerical modelling and laboratory 

experiments) are used to study atmospheric dynamics and physics that play an important 
role in atmospheric processes. The analytical theory is limited to simplified equations 

* evgenia.egova@abv.bg 
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that are unable to describe fully the atmosphere in its complexity. The advantages of 
laboratory experiments are their simplicity and directness, but not all major phenomena 
can be simulated (Tucker, 1989; Baines&Manins, 1988). Numerical modeling is a main 
tool for studying the phenomena in atmosphere and its potential is almost unlimited 
with fast improvement of computer resources during the last decade. 

Meso-scale systems can be defined as those atmospheric systems that have a 
horizontal extent large enough for the hydrostatic approximation to the vertical pressure 
distribution to be valid, but small enough for the geostrophic and gradient winds to 
be inappropriate as approximations to the actual wind circulation above the planetary 
boundary layer (Pielke, 2013). Many different classifications are used in the literature. 
One of the most popular classifications (Orlanski, I., 1975) divides meso-scale systems 
into 3 sub-categories with horizontal scales for meso-gama between 2 and 20 km; meso-
beta 20-200 km; and meso-alpha 200-2000 km. Some of the processes in the meso-
alpha are at the edge of the synoptic systems which horizontal scales can start from 1000 
km. This study investigates the atmospheric phenomena in meso-gama scale. Terrain 
and land-use inhomogeneity cause local thermally driven wind systems dominant under 
calm conditions (Zardi and Whiteman, 2012), or significant modification of the synoptic 
flow (Bretherton et al., 2009; Dixit&Chen, 2011). 

Orography presents significant forcing on geophysical flows and induce substantial 
adjustment of the large-scale flow. The strong airflow under stratified conditions 
generates lee waves, propagating internal waves, rotors, flow separation or canalization 
and fascinating vortex structures. The part of the flow above the so-called dividing 
streamline goes over the mountain whilst the rest flows around the mountain (Snyder et 
al., 1985) producing upstream stagnation, the lee-side separation region and associated 
wake effects. The inhomogeneity of the flow, irregular protrusions from an obstacle in the 
direction of the approaching flow, slope angle, ground roughness lead to very complicated 
pattern. The varieties that incorporate slopes, valleys, canyons, escarpments, gorges 
and bluffs span different space-time scales contributing to innumerable phenomena that 
stymie the predictability of mountain weather.

Diurnal mountain winds develop typically under fair weather conditions, over 
complex topography of all scales, from small hills to large mountain massifs, and are 
characterized by a reversal of wind direction twice per day (Zardi&Whiteman, 2012). 
In the surface heated planetary boundary layer (PBL) landscape heterogeneities produce 
significant horizontal gradients in temperature that form phenomena like land and sea 
breezes. All these local thermally driven meso-scale circulations can be accelerated or 
suppressed by the large-scale flow. Urbanization in the post-industrial revolution era, 
especially the recent rapid urban growth, has brought about unprecedented anthropogenic 
stressors that may change the functioning and structure of the Earth system or a part 
thereof (Hunt et al., 2007). Intense modification of land surface occurs through urban 
development (Changnon, 1992), and the use of high heat capacity and water impermeable 
material for construction and roadways affects local microclimates. The differences in 
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energy balance, temperature, humidity, and storm runoff between urban areas and rural 
surfaces are substantial. A common urban effect is the urban heat island associated with 
the retention of heat in concrete and other material for longer times at night in urban 
compared to rural areas (Bornstein, 1987; Oke, 1988; Emmanuel&Fernando, 2007).

Sofia city is located in complex terrain in close proximity to Vitosha Mountain with 
highest peak Cherni vrah – 2286 m AGL (above ground level). All described factors 
above contribute to a very complicated flow pattern in Sofia valley that is difficult to 
predict. The purpose of this work is to investigate the abilities of the Weather Research 
and Forecasting (WRF) model to capture the specifics of the meso-scale circulation 
under different large-scale conditions for the Sofia region. Very high resolution static 
terrestrial fields (1 arcsec for the topography and 3 arcsec for land cover) are used 
in this study. Performance evaluation of different parameterization schemes (for both 
microphysics and PBL) is accomplished through comparison with observation.

2. DATA AND METHODOLOGY

The Advanced Research version of the Weather Research and Forecasting model (ARW-
WRFv3.8.1.) is employed in this study. The ARW-WRF is a state-of-the art atmospheric 
meso-scale numerical weather prediction system, suitable for use in a broad range of 
applications (Skamarock et al., 2008; http://www.mmm.ucar.edu/wrf/users). The system 
solves fully compressible, Euler non-hydrostatic equations conservative for scalar 
variables, over terrain-following vertical coordinates with the possibility of vertical grid 
stretching. The upper boundary of the model is a constant pressure surface.

2.1. Domain set-up and initial conditions

A Lambert Projection is used with the center point for the modelling domain at 23.4°E, 
42.68ºN. Four nested domains with 32, 8, 2 and 0.5 km grid resolution are explored 
to perform meso-scale simulations, with the smallest one covers the Sofia valley. The 
model domains with an enlarged view of the most inner domain with 500 m resolution 
and 157x129 grid points (approximately 80x65 km) is shown Fig. 1. 

Fifty terrain-following (eta) levels are selected, with 21 levels between the surface 
and 500 m AGL to describe better the lowest part of the PBL. Meteorological initial 
and boundary conditions are provided to the coarsest meso-scale simulations from the 
National Centers for Environmental Prediction (NCEP) Final Analysis 0.25 degrees with 
outputs every 6 h (http://rda.ucar.edu/datasets/ds083.2/). Two new datasets have been 
implemented and adapted to the study domain - high resolution topography data (SRTM, 
NASA; https://lta.cr.usgs.gov/SRTM1Arc) with resolution 1 arcsec (approximately 
30 m), and the Corine land-cover dataset (CLC2012, EEA; http://land.copernicus.eu/
pan-european/corine-land-cover/clc-2012), with resolution 3 arcsec (approximately 
90 m), which have been adopted to US Geological Survey land-use (USGS) classes. 
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More details regarding the procedure and new datasets implementation can be found in 
Vladimirov et al. (2018).

Fig. 1. Domain configuration (left panel); topography of the most inner domain (500 m grid) 
and location of the observational sites used for model validation (right panel). ). SYNOP 

stations (circle symbol): 1. Sofia, 2. Dragoman, 3. Murgash, 4. Cherni vrah and Automatic 
stations (triangle symbol): 5. Kopitoto 6. Pavlovo 7. Hipodruma 8. Nadezhda 9. Borisova 

gradina and 10. Druzhba

2.2 Model options

The WRF physics package includes: the Rapid Radiative Transfer Model (RRTM) 
longwave radiation parameterization (Mlawer et al., 1997), Dudhia shortwave radiation 
parameterization (Dudhia, 1989), which computes radiation at fine time scales (every 10 
min), and Grell-Devenyi (GD) ensemble scheme (Grell&Devenyi, 2002) for cumulus 
parameterization (only for the coarse meso-scale simulation with 32 and 8 km grids). 
Noah land surface model scheme (Chen&Dudhia, 2001) is chosen for this study. Four of 
the available in the model PBL schemes (with their corresponding surface schemes) are 
considered after preliminary comparison against observations in previous studies. The 
selected PBL schemes are: the Yonsei University scheme, YSU (Hong et al., 2006), the 
Asymmetric Convective Model, version 2 scheme, ACM2 (Pleim, 2007), the Bougeault 
and Lacarrere scheme, BouLac (Bougeault&Lacarrere, 1989), and the Quasi-Normal 
Scale Elimination scheme, QNSE (Sukoriansky et al., 2005). In addition comparison 
between model results for different microphysics schemes are conducted for one case 
with very high humidity (February 5th 2016). The YSU PBL scheme is used with 
four available microphysics options, all of them suitable for real-data high-resolution 
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simulations: a sophisticated scheme Lin et al. (Lin et al., 1983), WRF Single-Moment 6 
(Hong&Lim, 2006), Goddard (Tao et al., 1989) and Thompson (Thompson et al., 2008).

2.3. Case studies selection

This study exemplifies the ability of WRF model to represent properly the meso-
scale circulation in Sofia valley and study flow modification under different synoptic 
conditions. Nine cases between summer 2015 and summer 2016 are selected using 
weather maps for flow and temperature at 850 hPa and observational data from the 
radiosonding made once a day at 12 UTC at the National Institute of Meteorology and 
Hydrology (NIMH), Bulgarian Academy of Sciences (BAS). Sofia valley’s orientation is 
Northwest-Southeast and flow directions along the axis (Northwest (NW) and Southeast 
(SE)) and across (Southwest (SW) and Northeast (NE)) are chosen for the simulations. 
The case studies are described in Table 1 - calm conditions (wind speed is lower than 5 
m/s) and two classes depending on the wind speed – moderate (between 5 and 10 m/s) 
and strong (wind speed is higher than 10 m/s). Most of the cases, presented in Table 
1, are associated with passage of atmospheric disturbance (cyclone or trough) over 
the Balkan Peninsula and with significant change in 850 hPa temperature. Due to the 
dynamics of the processes wind conditions are relatively fast changing. All simulations 
are run with spin-up of 24 hours before each of the selected cases.

Table 1. 9 cases (10 days) of simulations between August 2015 and August 2016. 

Cases Start (UTC) End (UTC) Wind Description Wind Speed
Case 1 14/08/2016 00:00 16/08/2016 00:00 Calm < 5 m/s
Case 2 04/01/2016 00:00 05/01/2016 00:00 Moderate SW 5 – 10 m/s
Case 3 06/08/2015 00:00 07/08/2015 00:00 Moderate NE 5 – 10 m/s
Case 4 11/11/2015 00:00 12/11/2015 00:00 Moderate NW 5 – 10 m/s
Case 5 22/10/2015 00:00 23/10/2015 00:00 Moderate SE 5 – 10 m/s
Case 6 22/11/2015 00:00 23/11/2015 00:00 Strong SW > 10 m/s
Case 7 05/02/2016 00:00 06/02/2016 00:00 Strong NE > 10 m/s
Case 8 25/05/2016 00:00 26/05/2016 00:00 Strong NW > 10 m/s
Case 9 27/11/2015 00:00 28/11/2015 00:00 Strong SE > 10 m/s

2.4. Observations

The observational data used for the model validation and sensitivity tests are based 
on data from ten surface stations, and vertical profiles from radiosonde at one site, 
National Institute of Meteorology and Hydrology (NIMH), once per day at 12 UTC. 
The surface stations are: four operational sites (SYNOP) in which data are recorded 
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every 3 hours: Sofia - NIMH (552 m AGL), Cherni Vrah (2286 m AGL), Murgash (1687 
m AGL) and Dragoman (716 m AGL); five automatic stations operated by the Ministry 
of Environment and Water - Kopitoto (1321 m AGL), Sofia - Nadezhda (534 m AGL), 
Sofia - Pavlovo (615 m AGL), Sofia -Krasno selo (581 m AGL) and Sofia -Druzhba 
(548 m AGL), and additional automatic station operated by the Sofia University at 
Borisova Gradina (577 m AGL) provide hourly records of atmospheric parameters . 
Air temperatures and relative humidity from all stations are used in model validation. 
Simulated wind speed and direction are only verified against radiosonde data as all other 
wind measurements are strongly influenced by obstacles in station’s surroundings. The 
location of observational sites used for model verification are presented in Fig. 1.

3. RESULTS AND DISCUSSION

3.1. Model validation

The model performance at surface level is assessed by comparison of modelled 2m 
temperature and relative humidity against measurements. Certain statistical accuracy 
metrics as standard deviation (SD), mean bias (MB), mean absolute error (MAE), root 
mean square error (RMSE), and correlation coefficient (R) are also estimated.

Two experiments have been conducted to find the best model configuration by 
varying PBL and microphysics parameterization schemes at fixed other options. Four 
different microphysics schemes are tested with the most widely used PBL scheme YSU 
for one case (Case 7, Table 1) with very high humidity. The selected microphysics 
option is used further to compare different PBL schemes for all considering cases.

The first experiment considers only Case 7of Northeastern synoptic flow with high 
relative humidity (February 5th 2016). For all other selected cases the moisture level 
is low, relative humidity less than 50%, and the effect of the microphysics option can 
be ignored.  Statistical metrics for two stations are presented - Sofia-NIMH (Table 2) 
and Borisova gradina (Table 3). The model performs well for both sites, with similar 
values for different statistical measures. WRF slightly overestimates the temperature 
with MB, MAE and RMSE values approximately 1°C. The relative humidity is 
underestimated with about 10% by all considering schemes. The RMSE is higher for the 
station Borisova gradina with maximum value 17%, than for Sofia-NIMH - 12%. The 
correlation coefficient is reasonable for all selected microphysics schemes, more than 
0.6, as the temperature is better captured at Borisova gradina, the relative humidity at 
Sofia-NIMH. Overall the Lin scheme shows the best performance for both temperature 
and relative humidity and it has been selected to be used for the second experiment.
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Table 2. Model microphysics evaluation metrics for air temperature and relative humidity in 
very humid Case 7 (February 5th 2016) at station Sofia-NIMH (number of measurements - 8).  

Sofia-NIMH Mean SD MB MAE RMSE R
Temperature [°C]
Observations 0.0 0.9
Lin scheme 0.7 0.7 0.7 0.7 0.9 0.75
WRF Single moment 6 class scheme 0.7 0.6 0.7 0.7 1.0 0.65
Goddard scheme 0.5 0.6 0.5 0.5 0.8 0.63
Thompson scheme 0.8 0.6 0.7 0.8 1.0 0.60
Relative Humidity [%]
Observations 89.6 5.5
Lin scheme 77.9 6.9 -11.7 11.7 11.9 0.97
WRF Single moment 6 class scheme 79.9 7.9 -9.7 9.7 10.5 0.87
Goddard scheme 81.8 8.7 -7.8 7.8 9.0 0.90
Thompson scheme 78.9 10.1 -10.6 10.8 12.1 0.89

Table 3. Model microphysics evaluation metrics for air temperature and relative humidity in 
Case 7 (February 5th 2016) at station Borisova gradina (number of measurements - 24)

Borisova gradina Mean SD MB MAE RMSE R
Temperature [°C]
Observations -0.3 0.7
Lin scheme 0.7 0.9 1.0 1.0 1.1 0.86
WRF Single moment 6 class scheme 0.9 0.7 1.1 1.1 1.2 0.69
Goddard scheme 0.5 0.8 0.8 0.8 0.9 0.84
Thompson scheme 0.6 0.8 0.9 0.9 1.0 0.81
Relative Humidity [%]
Observations 93.5 0.6
Lin scheme 78.7 8.1 -14.8 14.8 16.7 0.77
WRF Single moment 6 class scheme 79.3 9.8 -14.2 14.3 17.0 0.70
Goddard scheme 82.8 9.3 -10.7 11.0 13.9 0.82
Thompson scheme 82.1 8.7 -11.4 11.5 14.1 0.71

Four different PBL schemes are tested further for all selected study cases described 
in Table 1. Results of the calculated statistics are presented separately for automatic 
stations (Tables 4, 5) and SYNOP stations (Table 6). The reason for this separation is that 
the hourly data from the automatic stations represent more precisely diurnal cycle than 
data taken on every 3 hours. There is no substantial difference between performances 
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of the selected PBL schemes. WRF is in better agreement with observations for the 
cases with moderate (Table 4) than strong (Table 5) wind conditions. The tendency 
of overestimation of the temperature at 2 m with approximately 1-2°C (mean, MB, 
MAE, RMSE) is found in all PBL schemes for all study cases. The relative humidity is 
underestimated with approximately 7% for the moderate (Table 4) and 10% for strong 
(Table 5) wind conditions. The correlation coefficient differs between schemes and 
sometimes one scheme performs better for the temperature but worse for the humidity. 

Table 4. Model PBL scheme evaluation metrics for air temperature and relative humidity, in 
cases with moderate wind (Cases 2, 3, 4 and 5) at Borisova gradina, Nadezhda, Pavlovo, Druzhba 
and Krasno selo (number of measurements - 480).

Mean SD MB MAE RMSE R
Temperature [°C]
Observations 9.2 2.3
QNSE 9.9 2.9 0.2 2.1 2.4 0.82
YSU 10.5 2.4 0.7 1.5 1.8 0.82
BouLac 12.9 2.5 1.1 1.9 2.2 0.76
ACM2 10.5 2.7 0.7 1.9 2.1 0.82
Relative Humidity [%]
Observations 71.4 8.1
QNSE 72.5 10.1 -1.2 7.9 9.5 0.71
YSU 70.2 8.4 -4.3 7.2 8.2 0.83
BouLac 67.4 8.1 -5.2 7.2 8.3 0.86
ACM2 70.9 8.7 -3.6 7.1 8.3 0.78

The summary of the surface statistics for two SYNOP stations – Sofia and Dragoman 
(Table 6) shows similar agreement with observations for temperature but worse 
correlation (less than 0.7) for the relative humidity in comparison with the automatic 
stations. The errors (MAE, RMSE) are in the same range – less than 2°C for the 
temperature and 11% for the relative humidity.

Vertical profiles of modeled atmospheric parameters at NIMH site are compared 
with derived ones from radiosonde in Fig.2. As an agreement indicator the coefficient 
of determination (R2) is also shown. The radiosonde observations (at 12 UTC for all 
study cases) are interpolated to the model levels at corresponding time. All of the PBL 
schemes represent well temperature, u and v velocity components, and worse the wind 
speed and mixing ratio. The best correlation between observations and model data is 
observed for the temperature profile (R2 approximately 0.98), the worst for the wind 
speed (R2 approximately 0.8). Wind component across the axis (v) is better captured 
by the model than along the axis (u). Surprisingly much large differences are observed 
between different PBL schemes for the mixing ratio. The best correlation is achieved 
using QNSE (R2=0.88), the worst correlation for ACM2 (R2=0.75). In general the 
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vertical profile evaluation shows the same weakness that is found for the surface relative 
humidity – WRF underestimate the mixing ratio. 

Table 5. Model PBL scheme evaluation metrics for air temperature and relative humidity, in 
cases with strong wind (Cases 6, 7, 8 and 9) at Borisova gradina, Nadezhda, Pavlovo, Druzhba 
and Krasno selo (number of measurments - 480).

Mean SD MB MAE RMSE R
Temperature [°C]
Observations 7.4 1.6
QNSE 8.2 1.8 0.3 1.6 1.9 0.68
YSU 11.8 2.0 -0.1 1.9 2.2 0.69
BouLac 9.2 1.4 1.2 1.6 1.8 0.73
ACM2 8.6 1.7 0.7 1.6 1.8 0.69
Relative Humidity [%]
Observations 75.2 9.1
QNSE 75.9 9.1 -2.4 10.2 11.9 0.67
YSU 71.0 8.5 -3.7 9.2 10.4 0.71
BouLac 70.9 7.6 -7.5 10.3 12.1 0.69
ACM2 73.4 9.3 -4.4 10.4 11.7 0.71

Table 6. Model PBL scheme evaluation metrics for air temperature and relative humidity for 8 
cases (from case 2 to 9), at SYNOP stations Dragoman and Sofia (number of measurements - 
480).

Mean St. Dev MB MAE RMSE R
Temperature [°C]
Observations 9.3 2.0
QNSE 9.2 2.3 -0.1 1.6 1.9 0.80
YSU 9.6 2.0 0.3 1.2 1.4 0.82
BouLac 10.1 1.9 0.8 1.3 1.5 0.83
ACM2 9.9 2.3 0.2 1.4 1.7 0.82
Relative Humidity [%]
Observations 71.1 10.0
QNSE 71.2 10.6 0.1 11.2 13.2 0.58
YSU 68.5 8.9 -2.6 9.3 10.4 0.64
BouLac 66.3 7.9 -4.8 9.8 11.7 0.62
ACM2 68.9 9.6 -2.2 10.1 11.7 0.62
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A number of studies on PBL sensitivity tests (Zhang & Zhang, 2004; Cheng and 
Steenburgh, 2005; de Meij et al., 2009; Gilliam & Pleim, 2010; Mass and Ovens, 2011; 
Jiménez and Dudhia, 2013; Gómez-Navarro et al., 2015; Dimitrova et al., 2016) are 
published for diverse domains and various combinations of model’s options. Despite of 
all these efforts it is hard to select the best and universal PBL scheme as performance of 
different schemes is highly influenced by large variety of local conditions.

Fig. 2. Scatter plot of the vertical profiles of temperature, mixing ratio, wind speed and u and v 
wind components.

The choice of microphysics schemes highly affects the model’s results for precipitation 
(Queen and Zhang, 2008), since microphysics includes explicitly resolved water vapor, 
cloud, and precipitation processes.  Comparisons between different microphysics 
schemes are made for severe rainfall events (ElTahan M. and Magooda M., 2017) or 
different meteorological condition during summer and winter months (Borge et. al., 
2008).

Several studies are carried out for the Sofia region during the recent years covering 
different aspects. Kirova & Batchvarova (2013) estimate the model abilities to perform 
convective conditions with one specific configuration using radiosonde profiles for 
5 days on every 2 hours. Penchev & Peneva (2013) validate WRF model for icing 
conditions for one day and demonstrate very good correlation coefficient between the 
model and sounding data (r = 0.91 for the temperature and r = 0.7–0.8 for humidity). 
The YSU PBL and Double-Moment 6 class schemes are used in this study and the 
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results are similar to outcomes found here. The authors however show that for the wind 
the correlation is not so good especially in the low atmospheric layers. Manafov I. 
(2017) focus on improving the model performance for fog conditions at the Sofia airport 
comparing five PBL schemes for 18 cases and 6 microphysics schemes for 2 cases. The 
author found that QNSE is the best performing PBL scheme (one of the best in our 
study also) and Thompson for microphysics (Lin scheme is the best in our study). Test 
with various land surface models are performed in Manafov I. (2017) and Georgieva I. 
(2017), showing contradictory results regarding Noah LSM, which is used in this study.

3.2. Meso-scale circulation under different large-scale conditions

As already has been mentioned above, the purpose of this study is to model the specifics 
of the meso-scale circulation under different large-scale conditions for the Sofia region. 
All numerical results have been analyzed qualitatively by looking at the  flow field 
plotted at 10 m and at 700 hPa level (undisturbed synoptic flow), and at the vertical cross 
sections along and across the valley axis. One example for the cases with strong wind 
(>10 m/s) is shown in Figs. 3 (cases 8 and 9) and 4 (cases 6 and 7).The Northwesterly 
synoptic current is slightly changed, and flows along the valley floor. Modification of 
the stream is significant mainly around the Vitosha Mountain. Tunnel effects following 
the gorges between Vitosha and surrounding mountains, stagnation at the windward and 
acceleration of the flow on the leeward slope are easily discernible.
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Fig. 3.  Modification of the surface wind in Sofia valley (a, c) during synoptic flows along the 
valley axes – case 8 of northwesterly (b) and case 9 of southeasterly winds (d). The color bar 

(right) indicates weed speed in m/s; the bar (below) the model terrain height in meters.

This is the most common invasion for the Sofia valley (Blaskova et. al., 1983). The 
Southeasterly large scale flow is variable in the domain changing to Southern flow 
above the Vitosha Mountain. The collision with the obstacle makes the near surface flow 
pattern more complicated. The wind speed is significantly reduced inside the valley and 
the flow turns around the Vitosha Mountain forming lee vortex and stagnation region 
west of the obstacle. The observed flow pattern is in agreement with the laboratory 
experiment (Tucker, 1989).
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Fig. 4. Modification of the surface wind in Sofia valley during synoptic flows across the valley 
axes - Northeasterly flow and Southwesterly flow. The color bar (right) indicates weed speed in 

m/s; the bar (below) the model terrain height in meters.

More interesting is modification of the synoptic airflow when the direction is 
perpendicular to the main obstacles Stara Planina and Vitosha mountains. The 
Northeasterly synoptic flow collide with the Vitosha Mountain, some of the air is 
blocked, part of the flow splits around the obstacle forming stagnant area within the 
wake behind the mountain. Another part of the flow overturns against the main current, 
forming large vortex in the eastern part of the valley. The Southwesterly synoptic flow 
is the case with the highest wind speed more than 25 m/s at 700 hPa. The current has 
enough energy to overcome the Vitosha Mountain making large stagnation area in the 
wake behind the obstacle with weak return flow. 

Vertical slides of the interpolated horizontal wind vectors over the chosen cross-
section across the valley axis are shown for both interesting cases (cases 6 and 7), which 
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have been described in Fig. 4, and for the case with calm conditions. Fig. 5 corresponds 
to case 7 with strong Northeasterly synoptic wind (see fig. 4a, b), which hit the Vitosha 
Mountain. Three layers, with reverse flow in the middle, are simulated during the stable 
nocturnal conditions (fig. 5a, b). 

Fig. 5. Vertical slides of wind over the chosen cross-section (shown at the left upper corner) for 
YSU PBL scheme for the Case 7 - strong NE flow at different times.

The reversal flow depth increases with time and strong wind shear produces flow 
propagation behind the obstacle and large vortexes formation on the leeward slop of 
the Vitosha Mountain. Secondary return flow is observed inside the valley close to the 
ground. The disturbances grow with time forming lee-waves with maximum in amplitude 
before the sunrise (fig. 5c). After the sun rise the stable nocturnal layer becomes weaker, 
the magnitude of the lee-waves decreases, and they disappear at 12 EET (fig. 5d).

Fig. 6 corresponds to case 6 with very strong Southeasterly synoptic wind with 
speed more than 25 m/s (see fig. 4c, d). The airflow has enough energy to pass over 
the mountain forming patchy regions with reverse flow inside the wake of the obstacle. 
The disturbance mostly due to increase in roughness above the urban area leading to 
development of very complicated layered structure during the stable night conditions.

The slop flow formation can be observed in presence of weak synoptic flow – Case1 
(fig. 7). During the night due to surface cooling thin layer colder than environment run 
downslope forming a downslope flow (fig. 7a) which strengthen with the increase in 
stability (fig. 7b). After the sun raise the ground heating reverse the process and after 
the morning transition (fig. 7c) well displayed anabatic flow inside the valley can be 
seen (fig. 7d).
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Fig. 6. Vertical slides of wind over the chosen cross-section (shown at the left upper corner) for 
YSU PBL scheme for Case 6 - strong SW flow at different times.

Fig. 7. Vertical slides of wind over the chosen cross-section (shown at the left upper corner) for 
YSU PBL scheme for Case 1 - calm conditions at different times.
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5. CONCLUSIONS
Different PBL and microphysics schemes available in WRF model are evaluated in 
this study. Experimental data from 2 surface SYNOP sites, 6 automatic stations and 
daily radiosounding (at 12 UTC) are used to assess the model performance. Simple 
statistics for surface parameters (only temperature and relative humidity) and vertical 
profiles of temperature, mixing ratio and wind, show good model ability to describe 
the study cases. The model shows better agreement for the cases with moderate wind 
(cases 2, 3, 4 and 5) conditions in comparison to the strong synoptic winds (cases 6, 
7, 8 and 9). The agreement between model data and observations is very good for the 
temperature and moderate for the wind speed and relative humidity. Two experiments 
have been conducted to estimate the best model performance using various schemes for 
microphysics and PBL with constant other options. Overall the Lin et al. scheme shows 
the best performance and it has been selected to be used for the PBL experiment. None 
of the PBL schemes is found to be superior, but all provide reasonable results. There is 
no significant difference in the horizontal flow pattern, but the main variations between 
different PBL schemes appears in the vertical wind speed profiles, with some cases of 
large over or underestimation of the observed values.

The modification of the synoptic flow within PBL due to the complex orography in 
Sofia region is substantial and Vitosha Mountain plays a significant role in this process. 
The large-scale flow remains unaffected above 700 hPa. Different mesoscale phenomena 
are captured with numerical simulations such as mountain lee waves, vortex shedding, 
stagnant area within the wake behind the obstacle, and nocturnal jet formation. Due to 
the downslope flows with different density coming from the surrounding mountains 
during nocturnal stable conditions several layers appear inside the valley. The diurnal 
evaluation of well mixed convective layer during the day and decrease of the PBL height 
during the night within the valley is also captured well by the model. 

WRF model shows good performance and it is a very useful tool to study flow 
structure and variability. All of the meso-scale phenomena play significant role on the 
local PBL structure and microclimate. Due to the complex orography and the presence 
of huge urban area inside the valley it is difficult to separate the influence of different 
factors. Further investigation is needed to increase and analyse the number of events 
(days) inside the defined large scale conditions in order to get statistically significant 
representativeness of the specific meso-scale circulation in the Sofia valley. 
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Abstract. The present article, which is part one of several common works, describes the 
operative system ProData—the reasons and motivation for its creation, the embedded 
processing technique, the input/output data flow, as well as its strengths. The possibility 
of the system to adopt further improvements and some achievements in this direction 
are described and visualized. The main conclusion is that the system is a reliable source 
of consistent meteorological information with high spatial and temporal resolution with 
minimal latency from the input data acquisition time.

Keywords: Operative System, Meteorological Data Processing, Automatic Weather 
Station, Satellite-derived Data, SWEEP Operator

1. INTRODUCTION

The modern applied meteorology is faced with the challenge of the growing demand on 
reliable data, available in high resolution, both in time and space. Numerous mesoscale 
geophysical tasks and applications need such data: practically all spatially distributed 
hydrological and ecological models need certain meteorological information, most 
frequently formatted as initial data set, containing the values of some input parameters. 
Thus, for instance, they use air temperature to drive processes such as evapotranspiration, 
snowmelt, soil water and temperature evolution, and plant productivity. As fundamental 
meteorological variable, rainfall is primary input for hydrological models, specifically 
distributed hydrological ones. The regional climate and weather prediction models 
also rely on such data for verification and tuning. In the common case all near-surface 
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weather observations are collected at irregularly spaced point locations (for example the 
network of the measurement stations) rather than over continuous surfaces. Although 
the synoptic records are considered to be relatively accurate and reliable at the point 
where the station locates, the density of the measurement network and frequency 
of observations are generally not high enough to describe the spatial and temporal 
distribution of the considered meteorological variables. Often, in many environmental 
studies, it is impossible to use directly such information or this can lead to serious biases 
in the results. Consequently, different methods for estimation of spatially and temporally 
distributed near-surface meteorological variables are developed. They can be pure 
mathematical, for example inverse-distance weighting (IDW), kriging, 2-dimensional 
splines, and trend-surface regression (Myers, 1994) or, alternatively, combined-
mathematical based on physical assumptions (Chervenkov, 2016). As stated in Dodson 
and Marks, 1997, these methods often work well over relatively flat, homogeneous 
terrain. The weather conditions in local scales, however, are partially influenced by 
the topography of the area. Extensive research was carried out worldwide, partly using 
the modern GIS technologies, aiming at the accurate visualization and digitization of 
various climate variables (see Feidas et al 2014 for detailed review). Many efforts are 
dedicated on developing of appropriate methods for estimating climatic elements using 
topographical and geographical parameters as independent variables. Such models are 
able to estimate climate variables in sites that observational data are not available, giving 
a relatively reliable solution to the old problem of insufficient climatic data. Common 
weakness of many of these, product of purely geographical approach, is the utilization 
of only topographical parameters as regressors. Most of the existing solutions work as 
climate hindcast, i.e. usually the output is produced months after the data acquisition 
time. Overall, the incorporated techniques are quite sophisticated, the implementation of 
such methods demands significant computational power and increased amount of input 
data, making the overall procedure quite difficult. In the group of products from such 
systems it is worthy to outline the Pan-European gridded dataset on daily basis E-OBS 
of the European Climate Assessment&Dataset (ECA&D). This dataset is periodically 
updated, well known in the meteorological community, and widely used for many tasks, 
extensively as reference in model verification studies (Haylock et al, 2008). As will be 
commented in the next section, however, the need for operative work of the system is a 
very significant constraint and has to be always kept in mind.

The paper is structured as follows: Hence this is the first publication, dedicated on 
ProData, the general description of the system is placed in second section. The most 
significant recent improvements are concisely reported in the third and fourth section. 
The main conclusions as well as short outlook of the planned future work are described 
in the conclusion.
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2. SHORT DESCRIPTION OF THE CURRENT STAGE OF PRODATA

The operative system (OS) ProData was created in NIMH-BAS in the period 2012-
2015 by the team under the leadership of prof. V. Spiridonov. The basic concept was to 
combine in methodologically consistent way all available on hourly basis meteorological 
and auxiliary data in order to produce high-quality gridded time-series, of the most 
significant meteorological variables. These time-series, or digital maps, have to be with 
1 hour time resolution and at least national coverage. The horizontal resolution has 
to be also adequate, which, according to the modern requirements for the considered 
scale, is below 10 km. Thus, the current implementation of the system runs on grid 
with 0.045°×0.045° spacing, which corresponds approximately of 4 km×4 km. The 
model domain, which is shown on Figure 1, covers entirely Bulgaria and consists of 
147×73=10731 grid-cells.

Fig. 1. Model domain and elevation (unit: m) of the grid-cells over land

The specific need of various scientific and other experts was additional motivation. 
Thus, for example, the operative hydrology needs such data for calculation of the 
total precipitation amount over a certain river basin; the electricity companies used it 
for evaluation of the energy consumption, and many more. The requirement for one 
hour time resolution is a very serious constraint - it narrows significantly the number 
of potential input data sources. Neither of the traditional (i.e. synoptic and climatic) 
observational networks measures the meteorological variables in intervals shorter than 
3 hours, our radar is currently also disabled. It is necessary in such situation to rely on 
data, collected and transmitted from in situ platforms for environmental monitoring, as 
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automatic weather and hydrological stations (AWS/AHS) as well as satellite-derived 
data, mainly from the services of the European Organisation for the Exploitation of 
Meteorological Satellites (EUMETSAT).

The network of AWS and AHS was built gradually following the needs of particular 
projects directed primarily toward streamflow analysis and forecasting as “Flood 
forecasting and early warning system for Maritsa and Tundzha rivers” (Roelevink et 
al., 2010), “Flood warning system in Arda river basin - Ardaforecast” (Artinyan et al., 
2016), “Danube Water” (Nedkov et al., 2015), etc. The automatic stations measuring 
hourly precipitation rate over the country are about 140 but only 80 of them have also 
combined air temperature and relative humidity sensors and 40 of them have solar 
radiation sensors. These stations are spread irregularly over the country as the above 
projects covered partially Southern Bulgaria but didn’t cover Black Sea river basins for 
instance. Stations data is collected at hourly basis (Naldzhiyan, 2017) and is exported as 
ASCII files to be used from ProData system.

Fig. 2. Network of AWS/AHS, measuring the temperature and relative humidity at 2 m above 
the ground (red dots) and precipitation amount (blue circles) at every hour.

Being the Bulgarian National Hydromet Service, NIMH-BAS uses widely and 
decades-long the services and products of EUMETSAT. Since 2014, however, as 
Bulgaria became a member of the organization, the quantity and variety of the available 
information, both raw and processed data, have increased remarkably. Consequently, 



77

H. Chervenkov, V. Spiridonov, E. Artinyan, P. Neytchev, K. Slavov, M. Stoyanova

the possibilities for implementation of such data have risen significantly. As will be 
commented further, the satellite retrievals, more specially these in the infrared (IR) 
channel of the Meteosat second generation (MSG), are the primary source for the input 
information for ProData. Currently, gridded estimates for the following 11 variables are 
routinely produced in the frame of the system every hour:

• temperature and relative humidity at 2m above the surface
• precipitation amount
• cloud coverage
• wind speed and direction
• solar shortwave incoming radiation downwards
• presence of fog, precipitation of hail and thunderstorm
• snow water equivalent (SWE)
Hence the analyzed variables are fairly different and each one has specifics, which 

have to be taken into account, there is no common procedure for the processing of the 
input data and, respectively, the preparation of the final product. The wind speed and 
direction are directly taken from the output of the ALADIN-BG (Bubnova et al., 1995), 
which is the Bulgarian short-range operational weather forecast model. Many issues 
have to be addressed intending to combine the information from the geostationary 
satellite and the network of AWS/AHS. Most of the problems are rooted in the principle 
differences of the two observation concepts, respectively platforms. Thus, for example, 
the satellite data have to undergo georeferencing, consequently mapped onto the grid of 
the system, the error, caused from the parallax and synchronization have also to be taken 
into account. All corresponding procedures inherently introduce biases, the cumulative 
effect of which leads to unavoidable limitation of the final product accuracy (for more 
details see http://www.hydro.bg/mapValej/metodika_za_satelitni_nazemni.pdf).

The core of the system is the objective analysis of the variables. It is done by statistical 
means, using the well-known multiple linear regression technique (MLR, see appendix). 
It is widely and successfully implemented in geophysics, partly in climatology (see 
Feidas et al., 2014 again). The independent variables used are functions of the brightness 
temperature and also derivatives of the topography, which are calculated prior the 
MLR. Elevation, exposure, and convexity, which are proportional to the Laplacian 
of the elevation, belong to the last group. The conceptual scheme and the stepwise 
data flow processing within ProData are shown on Figure 3. Data from AWS/AHS are 
used as dependent variables; i. e. the model is forced to mimic the spatial distribution 
as established from these data. The residual value is the bias between the AWS/AHS-
measurements and the final output value. Some authors, in an attempt to refine the 
estimated values, propose residual correction using different local interpolation methods. 
The validity of these models is checked through cross-validation error statistics against 
an independent (test) subset of station data. The benefit of such second step is often 
questionable: Feidas et al. (2014) finds that the correction of the developed regression 
models using residuals improved though not significantly the interpolation accuracy.
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Fig.3. Data flow and processing steps within ProData

The modules for estimation of fog presence, precipitation of hail and thunderstorm, 
are similar. All of them use the threshold approach, calculating in advance some criterion 
quantities. The fog, hail and thunderstorms are determined in two degrees of likelihood 
of their occurrence depending on the number of conditions fulfilled. For fog the satellite 
information used follows the criteria, proposed by Barbosa (2012) modified for the 
Bulgarian conditions. Additional criteria are limitations on wind speed, air temperature, 
dew point and rainfall. The probability of hail follows the criteria described in Siewert 
et al. (2010). In the snow module, the snow is accumulated from the precipitation by 
negative temperatures. The quantitative description of snow pack evolution, including 
the snow depth determination and SWE, is performed using the methodology, described 
in the Engineer Manual of the U.S. Army Corps of Engineers (see references).

Concluding this section, we would like to emphasize the main features of the system 
ProData, on which its success is based:

• The system works in operational (i.e. with minimal latency from the data 
acquisition time, as a rule approximately 1 hour and 30 minutes) and fully 
automatic (i.e. unattended from personnel) regime.

• A native computational procedure, coded by the ProData-team, which relies on 
efficient and transparent statistical technique

• Freely accessible (from within NIMH-BAS private network) trough a web-page.
The basic output products, hourly data sets of all 11 analyzed variables for each 

grid cell, are available at https://users.meteo.bg/ProData/ in convenient ASCII csv-type 
format. This site is designed as single point access - it contains also many secondary 
products, tailored for the specific needs of the different end-users as well as explanatory 
descriptions and auxiliary data.
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3. SOME RECENT IMPROVEMENTS OF THE SYSTEM PRODATA

Significant merit of the system is its flexibility, expressed mainly in the possibility for 
further enhancement and development. As far as the mathematical approach seems a 
reasonable choice, it appears to be most perspective to experiment with, and eventually 
to adopt, new sources of input data as independent variables in the MLR.

A vast quantity of high-quality and reliable environmental data is exchanged 
nowadays trough the scientific networks or is free-of-charge for non-commercial use. It 
is expected that this stream, due to the implementation of new methods and platforms 
on one hand and the increased international cooperation on the other, will rise steadily. 
This fact is a favorable prerequisite for such experiments. As emphasized before, the 
requirement for the data acquisition frequency and the transmission latency appear as 
a principle constraint. Some of the products of the eight satellite application facilities 
(SAFs) of the EUMETSAT seem promising and especially these, which are directly 
linked with some of the analyzed within ProData parameters. So far, we have performed 
an extensive test with the H-SAF PR OBS 3-H03 product. It is worth to emphasize, 
however, that the other precipitation-linked H-SAF products, despite their advantages 
over H03, are not suitable due to the timelines constraint: All others are with latency 
significantly longer than the one-hour limitation.

The primary goal of the Satellite Application Facility in Support to Operational 
Hydrology and Water Management (H-SAF) is to provide satellite-derived products 
from existing and future satellites with sufficient time and space resolution to satisfy 
the needs of operational hydrology. Five of the H-SAF operational products are targeted 
to the precipitation, and due to the minimal latency, the H-SAF PR OBS 3-H03 one, 
as stated before, is the single one suitable. Core of the product is the “Rapid Update” 
technique, which allows computing of instantaneous rain intensities at the ground at the 
geostationary time-space scale (Turk et al. 2000). It is based on a blended micro-wave 
(MW)-IR technique that correlates, by means of the statistical probability matching, to 
brightness temperatures measured by the IR geostationary sensors and passive MW-
estimated precipitation rates at the ground. Hence the method suffers from many issues 
(see the listed in the references Product User Manual for details), this product cannot be 
used as dependent variable in the MLR, as the data from the AWS/AHS. 

The raw ProData output can be preprocessed in order to respond more adequately to 
the specific needs of the end-users. As a result, various secondary, both numerical and 
graphical, products could be offered. The biggest share of the ProData web-page content 
consists already of such data. Maps of the most analyzed parameters in 3-hour interval 
from 12 UTC of the previous day until the current hour are available on-line on http://
hydro.bg. Our intent is to enrich this approach, proposing new figures. The leading idea 
is to combine optimally clarity and information in as small as possible number of new 
items. Thus, the collated maps, shown on Figure 4, are specially tailored for quick-view 
of the meteorological situation in the previous day.
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Fig. 4. Quick-view of the meteorological situation

It is worth to emphasize, that the daily minimum, mean, and maximum temperature 
are calculated a posteriori, using the hourly values of the temperature. These three 
parameters, together with the daily precipitation amount are most frequently used for 
estimation of climate extremes and, respectively, they form the standard input data 
set for the calculation of the climate indices (see, for example, the STARDEX project 
https://crudata.uea.ac.uk/projects/stardex/ )

In some cases and for certain users, as for example representatives of national 
and municipal authorities, figures with the values in concrete points (i. e. grid cells) 
of interest, are more suitable rather than color-coded maps. Such figures, for the 
temperature in the main synoptic terms and the precipitation for four equal intervals, 
are already automatically generated. Thus far, data for the 27 province centers (i.e. first 
level administrative subdivisions of the country) are plotted. The possibility however 
to change easily the list of the considered places, without modification of the main 
procedure, is already foreseen. Examples of such figures are shown on Figure 5 and 
Figure 6.
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Fig. 5. Temperature in the 27 province centers

Fig. 6. Precipitation amount in the 27 province centers

The system ProData is also a very convenient source for synoptical and climatological 
analysis in retrospective manner, including for conducting of hindcast studies. Maps of 
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the day-by-day mean temperature and precipitation amount, as shown on Figure 7 and 
Figure 8, are very useful in this sense.

Fig. 7. Daily average temperature for October 2017 (unit: °C)

Fig. 8. Daily precipitation amount October 2017 (unit: mm)

A key point in many hindcast studies is to assess the dynamics of the meteorological 
situation for a certain period of interest. The well-known in the community Grid Analysis 
and Display System (GrADS), which is used as main graphical pre-processor, provides 
rich set of built-in functions for spatial and temporal analysis. Thus, with GrADS it 
is easy to estimate and plot the areal average (AA) of a certain variable as shown on  
Figure 9.
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Fig. 9. Monthly chronograms of the AA temperature and precipitation for October 2017

Hence the AA characterizes the domain as a whole, its evolution, unlike the change in 
a single grid-cell, can be caused only by mesoscale or synoptic reasons. This can be used, 
in particular, for quick detection of fronts, as illustrated on figure 9: the rapid decrease of 
the temperature around the 7th October in conjunction with the heavy precipitations over 
the whole domain, together with the corresponding subplots on figures 8 and 7, suggest 
passing of a cold front.

It is obvious that the type and quantity of such secondary products can be extended 
practically with no limits. From at least technical point of view, however, it is reasonable 
to keep this in certain limits. The authors of the system remain open for any feedback 
and advice from the community of the end-users.

CONCLUSION

Combining methodological consistency, easy maintenance, transparency and last but 
not least quick availability of plenty of output data-sets and products, the operative 
system ProData proves itself as a reliable source of high-quality meteorological 
information. It is designed as convenient versatile for all, who need single point access 
of meteorological data in operational mode. Thus, it is used extensively in NIMH-BAS 
for hydrological short-range forecasts, eventually issuing of warnings. It could be used 
also in many nowcasting routines for weather forecast activities. Last but not least, 
ProData is proven to be very robust - practically all cases of failure could be explained 
with data transfer issues, which are caused by communication problems outside the 
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system. ProData fills in the gap of information in this time and spatial scale and satisfies 
the needs of various end-users and experts. The necessary next step in our work is 
to perform in-depth comparison with independent data, which could be treated as 
reference. This is expected to be the subject of the second part of this article.
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APPENDIX

Multiple linear regression (MLR) is natural generalization of the simple linear one-
dimensional model in case of more than one independent variables. MLR attempts to 
model the relationship between two or more explanatory variables (“regressors”) and a 
response variable by fitting a linear equation to observed data. Formally, the model for 
MLR, given n observations, is:

 (1)

where  are the independent variables. The term e is called a disturbance 
term or error variable - an unobserved random variable that adds noise to the linear 
relationship between the dependent variable and regressors. The p+1 parameters 

 are referred to as partial regression coefficients, which have to be 
estimated. Equation (1), which is a system of n equations for p+1 unknown coefficients, 
can be rewritten in matrix form as follows:

, (2)

where X is a n×p matrix of the explanatory variables, y is a n×1 vector of the observations 
and β is a p×1 vector of the unknown parameters to be estimated. As far as p+1< n,  
the linear system in Eq.(2) is overdetermined (i.e. more constraints than variables). 
Ordinary least squares (OLS) is the simplest and thus most common estimator. It is 
conceptually simple and computationally straightforward. OLS minimizes the error 

 in meeting the constraint and leads to:
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  (3)

where  are the estimated regression coefficients. The linear system in Eq. (3) can be 
solved by means of different methods (e.g. QR- or Cholesky decomposition) including 
the SWEEP operator as shown in Goodnight (1979) and Neytchev (1995).
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Abstract. One of the main research tasks of COST Action ES1006 was testing 
available dispersion models in order to evaluate their applicability in real situations 
of accidental gas releases in urban environment. For that purpose, model inter-
comparison as well as comparison against test data from wind-tunnel experiments 
was performed.
Because of the characteristics of the wind flow in urban conditions, such as 
recirculation and/or blowing through the street canyons, the influence of high 
buildings and the relatively higher overheating at the surface, the use of more 
complex models is necessary. When it comes to complexity however, some 
questions are to be considered:
- What computer resource does the chosen model demand? For emergency 
response, minimum time for processing the input data combined with maximum 
output resolution of the pollution field would be a decision for a part of the problem.
- Is the model adequate enough to handle, and to what degree could it represent, 
the situation of emergency: input/output issues – meteorology, number of sources 
and receptors, specifics of the pollutant etc.
When Gaussian models were applied for the “Michelstadt” experiment, namely 
AERMOD, TRACE and ALOHA for the sake of emergency response, a very 
simplified output was achieved at minimum input requirements. TRACE and 
ALOHA showed similar sensitivity to wind direction, due to the relatively 
narrow plume simulated by both models. The best concentration predictions for 
continuous releases were observed when the wind flow direction was rotated -5° 

* anton.petrov@meteo.bg
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(5° counter-clockwise in relation to 0° direction). The tests with varying surface 
roughness (0.5, 0.8, 1.0 and 1.25 m) gave negligible differences both with ALOHA 
and TRACE. 
Being an integrated system, the AERMOD dispersion model is more complex. 
So, besides the sensitivity to surface roughness, the sensitivity of AERMOD to 
flow direction and friction velocity values was investigated. Changing the wind 
direction with -5° and -10° improved the prediction at the near source receptors. 
Reducing the friction velocity by 71% (u* = 0.4 m/s) compared to the initial 
one (u*0 = 0.566 m/s) improved the concentration prediction at the near source 
receptors and at some distant receptors.

Keywords: air pollution, model evaluation, Gaussian models, accidental releases, wind-
tunnel data, sensitivity test.

1. INTRODUCTION
With the process of industry development and urban area spreading, some corresponding 
changes in the factors that influence dispersion of air pollutants take place. An example 
for a typical city evolution scenario and its concomitant air pollution problems, is 
an industrial facility which in a distant time in the past had been situated out of the 
populated area, but with the city expansion it fell into it. The transition from a rural to 
an urban canopy with its newly constructed buildings, streets, fittings and installations, 
modifies the physical conditions which heavily affect the wind speed and especially the 
wind direction around these obstacles (Britter and Hanna, 2003; Oke, 1996; Venegas et 
al., 2014). As a result, conditions for downwashing and trapping of pollutants into the 
so called “street canyons” are created. Furthermore, the modified urban canopy yields 
micro-climate changes – not only in the examined domain, but in its neighboring areas 
as well. 

Nowadays, an increasing interest in studies and discussions over scenarios involving 
accidental releases in urban environments takes place (COST ES1006, 2012). The 
source of such releases could be an industrial accident, fire, explosion or a toxic 
chemical spill. Buildings and other obstacles disturbing the wind flow are better 
described by CFD (computational fluid dynamics) and Lagrangian coupled with CFD 
models which consume larger computational power and time resources, and which are 
still not practical for use as emergency response tools. On the other hand, Gaussian 
dispersion models requirements are low, but at the expense of accuracy. In this paper, 
three Gaussian models – AERMOD, ALOHA and TRACE are examined for emergency 
response applicability by comparison between model output data and wind-tunnel data.
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2. DESCRIPTION OF WIND TUNNEL EXPERIMENT
Within the scope of COST Action ES1006, the large boundary layer wind tunnel facility 
“WOTAN” at the Environmental Wind Tunnel Laboratory of Hamburg University was 
used for the experiments. A neutrally stratified model boundary layer flow was generated 
by a carefully optimized combination of turbulence generators (so-called “spires”) at 
the inlet of the test section, and a compatible floor roughness.

The extended “Michelstadt” wind tunnel experiment (Fischer et al., 2010) was 
designed as the first application-specific test case for the validation of local scale 
emergency response models. The building structure named “Michelstadt” represents an 
idealized Central-European urban environment. Figure 1 indicates the urban layout that 
was developed and used for model evaluation. Flow and concentration measurements 
were carried out in selected relevant locations with a higher density of data close to 
the ground. Measurements were collected for seven release scenarios corresponding 
to different point source locations and two different wind directions. Both continuous 
and short-term (puff) releases were carried out. Flow and concentration data were made 
available in a first “open” test case for the modeling exercise. In a second “blind” test, 
only minimum information on inflow data and the emission description were provided 
to the modelers. For the sake of briefness and for clarity, only the “non-blind” test with 
continuous releases from one point source (with ID “S2”) is described here.

Fig. 1. “Michelstadt” urban layout developed in the wind tunnel “WOTAN” and used for 
model evaluation.
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3. MODEL RUNS

3.1. Used input data

The input used for ALOHA, TRACE and AERMOD models is given in Table 1. 
Sensitivity tests with changing of the wind direction (+ / – 5°) were made. The main 
difficulties with ALOHA and TRACE data assimilation were, that the receptor data 
could only be entered manually (no batch allowed), which was time consuming.

Table 1. Used input for ALOHA, TRACE and AERMOD

Source input – continuous release
Type of pollutant C2H6 (ethane)

Source locations (x, y, z) Source “S2” at (0.0, 0.0) m for ALOHA and TRACE, 
and (-361.9, 125.1) m for AERMOD

Source diameter 1.575 m (TRACE, AERMOD)
Source volume flow rate 0.4 m3s-1 (ALOHA, AERMOD)
Source mass flow rate 0.5 kgs-1 (TRACE, AERMOD)
Temperature of the source’s exit gas, T 293.15K

Receptor input

Discrete receptor locations
Taken from database and transformed to meet the 
source locations (ALOHA, TRACE) or left as they 
are (AERMOD)

Receptors flagpole height 7.5 m for TRACE and AERMOD and 0.0 m for 
ALOHA

Receptor grid origin
ALOHA and TRACE: Coincides with the source; 
AERMOD: (x,y) = (0.0, 0.0) m – the center of 
Michelstadt domain

Meteorological input
Wind velocity at 9 m height 2,7 ms-1

Wind direction at 9 m height
270.0° (sensitivity tests: -5°, +5° – counter-clockwise 
and clockwise rotation in relation to 270° direction 
accordingly)

Ambient temperature at 2 m height 293.15 K
Relative humidity 50 %
Surface roughness length 0.8 m (sensitivity tests in the 0.8 – 1.2 m interval show 

almost no change in output)
Pasquill stability class
Inversion height options 

D (Neutral)(ALOHA, TRACE)
Set to “No inversion” (ALOHA, TRACE)

Monin-Obukhov similarity (AERMOD) u* = 0.35, 0.4, 0.45, 0.5 and 0.566 ms-1 
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TRACE always sets the x coordinate axis downwind the source, so in order to make 
wind change sensitivity tests in absolute coordinates, the rotation matrix (Eq. 1) had to 
be applied:
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where 5/−+=θ ° is the angle of rotation. As a result, any change of coordinates in that 
manner yields the need of additional receptor input for the TRACE model. 

Neither ALOHA nor TRACE need vertical wind profiles for the meteorological 
input (Reynolds, 1992; Thoman et al, 2006). The wind speed value of 2.7 ms-1 (at 9 
m reference height, in full scale) was taken from the vertical wind profile database, 
situated in Michelstadt domain at coordinates (–450, 112.5 – see “Profile 2” location 
on Figure 2). This point would be the most representative for the meteorological input, 
since it was within the domain, and the wind direction at that point was not directly 
influenced by any situated buildings in the vicinity. Another advantage was, that the 
point was close to the source “S2”, (coordinates –361.9, 125.1). 

AERMOD requires vertical wind and temperature profile data in a separate file (e.g. 
“aermod.pfl”). The profile may be consisted of data which is limited to as little as one 
layer (e.g. the temperature and wind at 2 m height only), but the more detailed the data is 
(if available), the more accurate the output results would be. The sensitivity tests made 
were more extended: –10°, –5°, +5°, and +10° for the wind direction, 0.566ms-1 (100% 

0*u – the approach flow friction velocity scale), 0.5 ms-1 (88% 0*u ), 0.45 ms-1 (80% 0*u ), 
0.4 ms-1 (71% 0*u ), and 0.35 ms-1 (62% 0*u ) for the friction velocity scale, and 0.5, 0.8, 
1.0, 1.25 and 1.5 m for the surface roughness z0. Here, only the cases with 0*u = 0.4 ms-1 
and z0 = 0.8 m are shown, since they have the best match with the wind tunnel measured 
data.

3.2. Performance of the models

Developed for emergency response, both ALOHA and TRACE had almost instantaneous 
output for an arbitrary receptor when run under Windows 7 OS on a i3 dual core 
machine with 4GB RAM. The only impediment was when larger number of receptors 
were needed for examination. For TRACE, there is limitation to 20 receptors for a 
model run. One very good feature of the model is the option to perform sensitivity 
tests for various parameters (surface roughness, stability, etc.), except for wind direction 
variations. For ALOHA, coordinates for only one receptor can be given as an input for 
a model run. However, there is an option to see the concentration of the pollutant at any 
point interactively.

AERMOD has instantaneous output as well, with the difference that the model 
allows setting of receptor grid with an arbitrary resolution, and the number of discrete 
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receptors to be defined could be practically unlimited. AERMOD is an open source 
model. It could run on any Windows or Linux machine. Since the model is intended for 
regulatory purposes it has some limitations in its use as an emergency response tool: it 
cannot handle short term (“puff”) releases, as its minimal temporal resolution is 1 hour, 
and the input data files preparation is time consuming.

4. OUTPUT RESULTS, DATA COMPARISON AND STATISTICS

4.1. ALOHA

On Fig. 2 ALOHA’s outputs for continuous releases are shown for three cases. Figure 
2 (top) shows the “ordinary” (0°) non-blind scenario, Fig. 2 (middle and bottom) – the 
wind direction change sensitivity (–5° and +5°) test outputs. The contour lines colored 
in red, green and blue are the wind direction confidence lines. They show the possible 
mean concentration of the pollutant within the area enclosed by them in case, that wind 
direction fluctuations in the +/– 30° interval occur.
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Fig. 2. Wind direction sensitivity of ALOHA; top is for 0°; middle for – 5°; and bottom for +5°
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For the puff releases, the picture would be the same with the reservation that 
the displayed values of the concentration of the pollutant are relevant to the peak 
concentration.

The comparison between the images which show the distribution of the pollutant 
reveals very high sensitivity of the model to wind direction change. This becomes even 
more obvious if we take a look at the graphical expression of the comparison between 
the three specific cases on Fig. 3: 

Fig. 3. Comparison between ALOHA’s estimated (0o, +5o and –5o) and wind tunnel measured 
concentrations [ppmV] for source S2

Interesting situation occurs at point S2P16. It is located exactly downwind the source 
S2, at the centerline of the plume, and therefore the highest pollutant concentration 
is observed there. The +5° and the –5° wind direction sensitivity tests show identical 
results due to distribution symmetry. The estimate concentrations for the receptor point 
S2P9 which is the closest to the source S2, show values near to zero. If we look at Fig. 2, 
we could see that the width of the plume is very small, hence the receptor point S2P9 is 
very weakly affected by the source. The same goes for the points S2P2 to S2P10, in the 
case when the wind direction is slightly rotated clockwise (+5°), and for S2P18, S2P19, 
S2P21, and S2P22 in the counter-clockwise rotation     (–5°) case. Only the results of 
S2 receptor set are discussed here, for the reason that it involves the largest number of 
receptors and covers the largest area of the Michelstadt domain.

One of thе best ALOHA model’s output features that come in handy, are the wind 
direction confidence lines. Even though not directly, they can show that the point S2P9 
mentioned above could get into a zone with pollutant concentration exceeding 250 
ppmV.

The statistical performance measures (SPM) used in the comparison were:

 (2)
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 (3)

 (4)

0.2/5.0:2 0 ≤≤ pccFAC  (5)

where FB is the fractional bias, NMSE – the normalized mean square error, R – the 
correlation coefficient, FAC2 – the fraction of predictions within a factor of two of 
observations, co and cp are the wind tunnel and modeled concentrations respectively, 
and σco and σcp – their corresponding standard deviations. The four SPM for ALOHA 
are shown in Table 2:

Table 2. ALOHA statistics for continuous releases

SPM Wind direction 0° –5° +5°
NMSE 10.23 4.22 6.62
R 0.06 0.32 0.14
FB -0.19 -0.27 -0.23
FAC2 (%) 21.05 15.79 2.63

According to statistics, the best match between measured and modeled data for the 
source S2 is observed in the case of wind direction shifted with -5° (counter-clockwise 
rotation). 

4.2. TRACE

On Fig. 4. the graphical output for a continuous release provided by the TRACE model 
is shown, and on Fig. 4 - for the three cases involving wind direction sensitivity tests 
(plotted with Python 2.7.5 Matplotlib library; Tosi, 2009). TRACE supports pollution 
dispersion modeling for a horizontal plane, situated at any arbitrary height (ALOHA 
makes this only at ground level z = 0.0 m). For that reason, the statistical analysis for 
S2 includes the receptors situated on different flagpole heights (S2P7_V2 – S2P7_V7, 
S2P11_V2 – S2P11_V7, S2P32_V2 – S2P32_V5).
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Fig. 4. TRACE direct graphical output (horizontal and vertical plane)
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Fig. 5. Wind direction sensitivity of TRACE; top is for 0°; middle for –5°; and bottom for +5°

As seen on Fig. 5 the path of the plume generated by TRACE is slightly wider than 
the one by ALOHA. On the comparison chart (Fig. 6), however, almost the same pattern 
of the estimated concentrations is observed. The receptor point S2P9 stays away from 
the direct influence of the plume, with concentrations of pollutant close to 0 ppmV, and 
a maximum of the concentration is observed at S2P16 for wind direction 0°. At the 
latter point, the pollution level estimates for wind directions +5° and -5° are equal, i.e. 
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we have the same distribution symmetry as with ALOHA. Generally, for the S2 source-
receptor set, the best match between measured and estimated concentrations, has the 
case with the -5° wind direction. It has the highest correlation coefficient (R) (Table 3) 
and the lowest normalized mean square error (NMSE). Even though the fractional bias 
(FB) is the highest (-0.47), the difference of its values between the cases is not that big 
judging by their distance from the ideal value – zero.

Fig. 6. Comparison between TRACE’s estimated (0°, +5° and –5°) and wind tunnel measured 
concentrations [ppmV] for source S2

Table 3.  TRACE statistics for continuous releases 

SPM
Wind 

direction 0° -5° +5°

NMSE 4.83 3.77 5.71
R 0.17 0.47 0.09
FB -0.41 -0.47 -0.35
FAC2 (%) 15.79 12.28 17.54

TRACE provides outputs for dosage and puff duration (ALOHA v5.4.4 provides 
dosage output only in the version intended for work under the MacOS). 

4.3. AERMOD

The surface friction velocity u* of the wind tunnel’s approach flow is calculated from 
its mean kinematic turbulent flow data and it appears to be 0.566 ms-1. However, over 
the Michelstadt domain, due to presence of buildings, the surface roughness z0 and 

therefore *u  undergo some modifications. As a result, the approach flow vertical wind 
profile does not correspond to the one observed over Michelstadt. This is the reason for 
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the additional sensitivity tests made with AERMOD for varying values of *u  and z0 for 
the urban area.

A picture of the pollution field over Michelstadt according to AERMOD model 
estimations is shown below (Fig. 7). Since the source of tracer gas is situated at ground 
level (z = 0.0 m) and the receptor grid flagpole height is 7.5 m, there is a white spot 
observed at the source location – an absence of pollutant, due to the specifics of the 
AERMOD concentration distribution, a vertical section of which can be seen on Fig. 8.

Fig. 7. AERMOD estimated concentration distribution of ethane over Michelstadt

The difference between the pollution distributions modeled by AERMOD and the 
other two models could be easily noticed. In the represented by AERMOD concentration 
field on Fig. 7, the pollutant tends not only to spread in the direction of the wind, but 
to disperse in all directions as well. The drag generated by the surface disturbs and 
slows down the transport of the pollutant near the ground, resulting in a plume with 
irregular shape in the vertical plane (Fig. 8). The bar graph (Fig. 9) shows very good 
match between observed and modeled concentrations, especially for the case with -5° 
(counter-clock rotated) wind direction, which is as well confirmed by the statistical 
performance measures (Table 4).
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Fig. 8. AERMOD estimated concentration distribution of ethane – a vertical section.

Fig. 9. Comparison between AERMOD’s estimated (0°, +5° and –5°) and wind tunnel 
measured concentrations [ppmV] for source S2

Compared to ALOHA and TRACE AERMOD shows significantly lower sensitivity 
towards wind direction change. An obvious reason for that could be the wider plume 
path modeled.
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Table 4. AERMOD statistics for continuous releases

SPM
Wind 

direction 0° -5° +5°

NMSE 0.88 0.85 1.45
R 0.76 0.86 0.61
FB 0.01 0.05 0.04
FAC2 (%) 51.85 55.56 40.74

5. CONCLUSIONS.

Gaussian models are still in use despite their simple output. Moreover, some of them 
are perfected to a degree at which they can be used for urban air pollution modeling 
where buildings are to some extent taken into account. AERMOD for example has the 
PRIME algorithm implemented which handles the building downwash effects. ALOHA 
is designed to calculate the indoor pollution, and handles heavy gas dispersion. Both 
ALOHA and TRACE include an intuitive user friendly GUI wizard which leads the 
user step by step to a successful scenario setup in a very short time. From a statistical 
point of view however, the performance of ALOHA and TRACE confronted with the 
measured data was very poor. Nevertheless, these two models, with some reservations, 
could be used as emergency response tools in densely built environments, especially in 
the cases when they are applied in areas where the  count of one to three story buildings 
is predominant. 
AERMOD showed very good results in this particular study. Some GUI wrapped 
commercial versions of the model could decrease the input data preparation time to 
an extent at which it could be used as an emergency response model though it is a 
regulatory one. The open source version of the model armed with the suitable script and 
batch processing inventory could shrink the preparation time as well.
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In remembrance of

George Djolov

(05.08.1940 – 07.11.2017)

On 7 November 2017, the Bulgarian meteorological 
community lost a respected and beloved colleague – Prof. 
George Djolov.

George Dimitrov Djolov was born on 5th August 1940 in 
Sofia. He graduated in physics, specialization meteorology 
at the Faculty of Physics, Sofia University. For his studies in 
USSR (Leningrad) and Canada (Waterloo), he received two 
doctoral degrees, first one in Physics and Mathematics, and 
second one in Mechanical Engineering. Since 1969, he was 
working for more than 15 years at the Institute of Hydrology 
and Meteorology at the Bulgarian Academy of Sciences (BAS). 

He was the founder and first Director of the Institute of Ecology at BAS in 1989. During 
1990 he was Senior Advisor to the Commission for Conservation and Reproduction 
of the Natural Environment in Bulgaria and was Chair of the World Federation of 
Engineering Organizations (WFEO’s) Committee on Engineering and Environment. 
During this period G. Djolov had a close working relationship with the Energy and 
Climate Task Force of the International Institute for Applied Systems Analysis (IIASA). 
Later, he left Bulgaria and settled in Africa where he first served as co-ordinator of the 
Bachelor of Technology Programme in Applied Physics at the University of Zimbabwe. 
In 1996 G. Djolov was appointed as Professor and Chair of Physics, and thereafter Dean 
of the School of Mathematics and Natural Sciences at the University of Venda. In 2003, 
the University of the North (now Limpopo) appointed him as Professor and Director of 
the Faculty of Physical and Mineral Sciences. For two years thereafter, ending in 2006, 
he served as chief executive officer of the National Community Water and Sanitation 
Training Institute in Polokwane (then Pietersburg).
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After his formal retirement in 2007, Professor George Djolov joined the University 
of Pretoria as a meteorologist and Extraordinary Professor in the Department of 
Geography, Geoinformatics and Meteorology. In his final three years he managed the 
University of Pretoria’s Laboratory for Atmospherics Studies, with the primary role to 
support research and student supervision in the field of air quality management. 

In 2015, the International Eurasian Academy of Sciences honoured Prof. George 
Djolov for his distinguished career and contribution to science.

The scientific interests of Prof. G. Djolov were 
in the fields of: atmospheric boundary layer and 
turbulent diffusion; modeling of air pollution; 
transport of radioactive and chemical compounds 
in the atmosphere at long, meso- and local scales; 
different aspects of ecological issues. He published 
more than 100 scientific articles in Bulgarian and 
international journals and conferences, and was 
coauthor of several books. He was also a member 
of the Editorial Board of the international journal 
of Urban Climate.

During his career in Bulgaria Prof. G. Djolov 
was a scientific consultant and supervisor of many 
colleagues-meteorologists from the Institute of 
Hydrology and Meteorology and the Institute of Geophysics at BAS. He was known for 
his restless and searching spirit in scientific development and readiness to give advice. 
We will remember him with his cheerful and open character, sense of humor and teasing.

A deep bow to his bright memory!

Ekaterina Batchvarova  
Tatiana Spassova 


